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                                    Abstract 

 

The accident risks of drivers and the factors affecting the risks were analyzed using survival 

models. The data consisted detailed records of fatal accidents in the years 2007 - 2009, 

generated by the Motor Traffic and Transport Unit (MTTU) of the Ghana Police Service, 

Northern region. The data on fatal accidents contained 398 drivers. The objectives of the 

study included both analysis and explanation of driver accident risk factors and investigation 

of how survival modeling method can be used in traffic accident analysis. The research 

questions that were addressed include: can driver involvement in accidents and exposure be 

examined with survival models? Are age and sex major risk factors? Do vehicle 

characteristics contribute to accident risk? Does the use of unworn out tyres reduce accident 

risks? The analysis of the data using the SAS package confirmed that the most significant 

variables to the risks of accident were driver characteristics (age, driver behaviour, 

kilometerage driven, speed and use of safety belt), drivers’ state (driving under influence of 

alcohol) and vehicle characteristics (vehicle age and weight, and condition of tyres). Young 

and inexperienced on one hand, or old and experience drivers on the other hand, had the 

highest fatal accident risks. Drivers using worn out tyres had a somewhat greater accident risk 

than drivers using unworn out tyres, but the difference was not statistically significant. 

Survival modeling was used to analyze the data, and it was concluded that survival modeling 

promises to be a useful tool for road safety analysis. 
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Summary 

The study examined the effects of human factors, kilometerage driven, vehicle 

characteristics and roadway factors on amount of accidents and risks of accident associated 

with driving. The study was based on accident data from the MTTU regional office of 

Ghana Police Service. This data included information on 398 drivers who had been involved 

in fatal accidents during the period under consideration. 

 

Drivers’ accident risks and their dependence on various factors were examined using 

survival accident models. Survival modeling is commonly applied in medicine to the study 

of serious diseases and treatment methods. The present study tries to assess the development 

needs of survival models in the area of traffic accident analysis. 

 

Several factors have bearing on driver’s accident risks. This can be explained by driver’s age 

and sex, annual kilometerage driven, age of vehicle, driving under influence of alcohol, the 

use of safety belt, speed at the site of the accident, the weight of the vehicle and the tyre 

treated depth. 

More specifically, the analysis confirmed the following answers to the main questions of the 

study; 

 The kilometerage driven was negatively related to hazard of accident. The more 

kilometers are driven, the lower the probability of being involved in an accident. This 

particular outcome needs further probing.  

 Driver age proved to be a statistically significant accident risk factor, however there 

was no clear sex-related differences between accident risks of male and female 

drivers.  

 Some vehicles characteristics can be separated into own individual risk factors but 

they are strongly interrelated to many other risk factors.  

 Drivers of worn out tyres had a somewhat larger accident risk than the users of 

unworn out tyres, but the obtained differences were not statistically significant.  
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The effects of driver’s motives and attitudes were not directly modeled in this study, but 

some of their influence can be assumed to underlay the effects of driver age, sex or 

experience, as well as determine their choosing speed, drive under influence of alcohol, or 

not use of safety belt. 

 

The survival modeling analysis included model formulation, parameter estimation and 

validation. The main survival model type used was Cox Proportional model. It however 

revealed that some explanatory power is lost when survival models are based on random time 

period. The results proved that better exposure data e.g. time spent in traffic used in the 

analysis could improve the models.  

 

Generally, the application of survival models to the accident data appears to be a promising 

approach but still needs further development.  
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Thesis Layout 

 

 

The research is organized into five chapters. Chapter one contains the introduction. 

Chapter two is devoted to literature review. Chapter three presents the research 

methodology. Chapter four contains data presentation and analysis. Chapter five is 

devoted to conclusions and suggestions for future work.  
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CHAPTER 1 

INTRODUCTION 

 

1.1 Background of the study 

Drivers are faced with risky situations and potential accidents every time they are on the road. 

Counter measures are actions taken by society to prevent accidents or moderate their 

consequences. Such measures are based on ideas regarding why and how dangerous situations 

and accidents evolve.  

 

The occurrence of traffic accidents can be explained only to a limited extent by a deterministic 

causal relationship, in which the occurrence of certain conditions will always lead to accident 

consequences. Due to this, the occurrence of accidents is often explained with a probabilistic 

causal relationship, in which the occurrence of the cause will increase the probability of the 

occurrence of the effect (Elvik and Vaa 1990).  

 

This research project will focus on the person-vehicle-traffic environment system. According to 

(Hakkinen 1978), the successful functioning of the system requires that its parts- the person, the 

vehicle and the traffic environment, as well as the “functions” which connect them- should 

remain within certain limits of variation. According to the theory, accidents happen when road 

users cannot adapt their actions to the varying demands of the traffic environment. 

Consequently, the risk of accident can be lowered by improving road users’ performance in 

traffic or by reducing system demands on road users (Elvik 1996). Put another way, humans 

inevitably make errors but by altering the circumstances in which they operate one can minimize 

the frequency of errors or moderate their consequences (Elvik and Vaa 1990).  
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Road traffic accidents, for the most part, have been examined from the standpoint of either 

traffic environment, weather conditions or the behavior of individual drivers. Such studies 

have not sufficiently taken into consideration the impact of possible differences between driver 

groups or interactions between factors. This present study will examine which characteristics 

are connected with drivers and vehicles, together with the prevalent road way conditions, 

influence the occurrence of road traffic accidents. 

1.2 Traffic accident risk factors 

Factors may be considered accident causes if they either increase or decrease the probability of 

accident occurrence. Therefore, in order to prevent accident, one must know which of the 

numerous traffic risk factors have a real strong influence on the number and probability of 

accidents. The risk factors that will be considered in this study will be human factors and 

mobility, vehicle factors and traffic environment factors. In the following, an overview of the 

risk characteristics of each sub-group of factors is provided. However, literature review will 

describe in more detail previous findings about the risks of several of the factors mentioned 

here. 

1.3 Human factors 

According to studies in the 1970’s and 1980’s, factors associated with the road users were the 

direct cause of about 95% of accidents investigated. Factors associated with the traffic 

environment were the direct cause of 28 - 34%, and factors associated with the vehicle directly 

caused only 8-12% of accidents (Elvik 1996). The factors are overlapping which explains that 

the total exceeds 100%. All of the studies also acknowledged the contribution of background 

or indirect factors to the causation of accidents.  

Regardless of which evaluation model was used to assess the causes of accidents, human 

factors have been given a prominent position in it. Human factors relevant to driving behavior 

can be classified in different ways. One classification, suggested by (Elvik and Vaa 1990), 

divides the factors into four groups (Table 1.1).  
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Table 1.1: Human psychological and physiological factors that have been studied as 

possible  accident risk factors (Elvik and Van 1990) 

Permanent or slowly  

changing physiological 

factors 

Permanent or slowly 

changing 

psychological factors 

Temporary 

physiological factors 

Temporary 

psychological 

factors 

Age Intelligence Fatigue  

Emotional state Sex Personality factors Stress 

Vision Attitudes Alcohol Breakdown in 

concentration 

Hearing  View of own skills Drugs  

Reaction time Recognition of 

dangerous situations 

Acute illness 

Physical disorders and 

deficiencies 

Mental illness The menstrual cycle 

A heart condition  Pregnancy 

Diabetes  

Epilepsy 

 

Elvik and Vaa (1990) further reports on the relative impact of the above human factors on 

accident that the impact of driver’s age, vision, reaction time, knowledge of traffic regulations, 

actual skills, fatigue and use of alcohol on traffic accidents have been proven by research. 

However, the impacts of driver’s sex, personality, and use of drugs are less conclusive. 

 

1.3.1 Traffic and road way factors 

Traffic environment can support and promote safe behavior, but it can also encourage or lead 

to risky behavior, the possible accident risk and exposure factors associated with traffic and its 

environment are: 

 Amount of traffic 

 Characteristics of the traffic 

 

3 

 

 

www.udsspace.uds.edu.gh 

 

 



 

 Road networks and land use  

 Roadway conditions and  

 Management and control of traffic.  

The amount of traffic relates to the amount of mobility and therefore, represents exposure to 

accidents. Accident risks are dependent on the amount of traffic. Various studies (e.g. 

Kulmala 1995) have ascertained that accident type distribution depends on the amount of 

traffic. The amount of traffic affects other traffic characteristics such as speed, headway 

distribution and the amount of overtaking, all of which can influence accident risks.  

Roadway networks are made up of various types of junctions and sections, which have 

different risks associated with them. Traffic control and management are needed to make 

sure that traffic is as fluent and safe as possible on the network. Control devices and 

management procedures regulate drivers’ mobility and behaviour in traffic. Therefore, they 

directly influence exposure as well as accident risks.  

 

1.3.2 Vehicle factors  

Case studies of traffic accidents have found that in a small proportion of vehicle factors (such 

as mechanical failures) were direct and primary causes of the accidents. Sudden failures 

associated with vehicles were just 1 % of the “key events” in accidents investigated by 

Finnish teams. This is compared to 70% to 80% of the events attributed to drivers' errors in 

vehicle control and operation, anticipation and judgment (Koomstra, 1992).  

The role of vehicle factors appears to be larger in fatal accidents. In fatal collisions 

investigated by the teams, 22- 26% of the “key events” evaluated were associated with the 

vehicle, 15-28% with the traffic environment, 43-56% with human factors and about 1% with 

traffic regulations. The most cited vehicle factors were unsuitable or worn out tyres (20 - 

42%), misuse or malfunction of safety belts (11 - 27%), poor crashworthiness (27-43%), and 

defective steering (Koomstra, 1992).  

1.3.3 Environmental conditions factors  

Up to 20% of all the risks events analysed by accident teams in Finland (Koomstra, 1992) 

were related to characteristics of the traffic environment - mainly road surface, weather and 

lighting conditions.  

Accident risk is usually 1 - 2 times as great in the dark as it is in the light (Kulmala and 

Peltola  
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1985). Darkness is often associated with weather and road surface conditions and with the 

amount of traffic as these factors may vary with time of day. The accident rate on wet roads 

is usually higher than on dry roads.  

 

 1.4 Road Traffic Accident Situation in Ghana 

 

5 

Road safety has become a major national issue receiving front-page coverage in the press 

and National TV news on a regular basis. Road accidents are common in this country to 

the extent that in 1995, Ghana ranked 2nd to Mexico in terms of road fatalities 

worldwide. In 1997, it ranked 2nd to Nigeria in West Africa as far as road accidents are 

concerned.  

Ghana has lost 602 lives through road accidents in the first quarter of 2009, almost 

double the figure recorded within the same period in 2008. The National Road Safety 

Commission (NRSC) said the first quarter of 2008 saw 339 deaths and over 60 percent of 

the fatalities were caused by speeding.  

According to the National Road Safety Commission annual report for 2005, road crashes 

kill an average of four persons daily in Ghana. The regions Ashanti, Eastern, Gt. Accra, 

Central and Brong Ahafo Regions accounted for more than 70% of the total number of 

crash fatalities. 70% of crashes occur on flat and straight roads. Speeding is a major 

cause of crashes, accounting for over 50% of reported crashes. Road users between 16-45 

years are the most vulnerable group and account for 58% of total road crash fatalities 

from 2002-2005. 70% of persons killed in road crashes are males. The age groups from 

0-5, 46-65 and over 65 years also accounted for a 20.8%, 16.7% and 4.6% respectively of 

the total fatalities during the same period. 18% of the accidents occur between 6 and 

8pm; Saturday is the most accident prone day; April is the most accident-prone month.  

The statistics are alarming despite the interventions made by governments. What we 

experience is the equivalent of the population of an average-sized town in Ghana being 

killed every year in road accidents. Despite occasional outrage, little seems to be done to 

ensure safety on Ghanaian roads. The statistics should even be viewed with caution as the 

quality of the national data is affected by under-reporting. 

Every day we lose our friends, colleagues and relatives by what we call road accidents 

even though 
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most of these so-called accidents are preventable and cannot be called accidents in the strictest 

sense of the word. “Accident” is defined as a happening that is not expected, foreseen or 

intended. Our roads have become slaughterhouses where we are butchered in great numbers. 

We all know that most of these accidents can be prevented with very little effort, discipline and 

respect for other road users.  

 

Ghana is one of the countries where road signs and speed limits are not respected at all. An in-

dependent urban speed study was conducted by GRSP Ghana in November 2006. The results 

indicate that drivers are exceeding posted limits (50kph) by as much as 50kph and that 

vulnerable road users are at extreme risk of severe injuries from high urban speeds.  

The issue of badly worn tyres and other dangerous tyre products needs to be looked at. We 

usually import tyres that have been discarded by users in other countries, in the name of home-

used products. We need a strong system of regulation at our ports to ensure that importation of 

used tyres and other categories of used car parts attract taxes that would discourage cheap and 

dangerous imports by unscrupulous businessmen.  

Sometimes the accidents are caused by a vehicle’s mechanical problems. However, a high 

proportion of accidents are directly blamable on human factors. The clearest example includes 

drunken drivers, intoxication with drugs and alcohol, speeding and fatigue. Drink driving cases 

usually increase during festive times, Easter and Christmas.  

Many roads in Ghana have become death traps with potholes dotted along the length and 

breadth of the roads. Broken-down vehicles could be seen blocking roads. Road building 

equipment are left on roads without warning signs. Road signs, on the very few occasions they 

are present, are often unhelpful if not deceptive. Some of the new roads are very poorly built 

and soon lapse into disrepair, posing danger to road users.  

 

There are too many unlicensed/unqualified drivers with little or no knowledge of road rules in 

Ghana. Some people even get their licenses without having even taken that flawed driving test. 

This means the wrong people are acquiring licenses for which they are not qualified to hold. 

There are a number of drivers on the roads with very poor eyesight or an insufficient field of 

vision e.g. poor vision for night driving, and there is no mechanism to check this. 
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ineffective vehicle examination and enforcement of road rules. The attitude of traffic 

policemen has not changed. Road offenders go free by a simple payment of bribes to the 

policeman. Many drivers have eye problems but are holding driving licenses. They can 

neither see what is happening around them nor drive in darkness. In the fear of losing their 

jobs they continue to drive even though they have very poor eye-sights. This problem has 

also contributed to many accidents on our roads.  

 

The DVLA or GHA or Ministry of Transport should sponsor more research into the causes of 

road accidents. The aim of this study therefore is to further describe the determinants of 

accident risks of vehicle drivers in the country using survival analysis. The findings can serve 

as a basis for health care professionals and policy makers to create preventive measures for 

traffic accidents.  

 

To solve this problem of extra-Poisson variation, several authors such as Miaou (1994) 

developed Bernardo and Ivan (1997) studied the prediction of the number of crashes versus 

the crash rate using Poisson regression. They suggested that the Poisson distribution allows 

for the relationship between exposure and crashes to be more accurately modeled as opposed 

to the linear relationship assumed in crash rate prediction. 

Predictive models for accidents have been researched intensively in the world. For example, 

Oppe (1989) used multiple linear regression models. In these models the dependent variable 

(either number of accidents or accident rate) is a function of a series of independent variables 

such as speed or traffic volume. Accident occurrence in these models is assumed to be 

normally distributed. These models generally lack the distributional property that is necessary 

to describe adequately the random and discrete vehicle accident events on the road and they 

are inappropriate for making probabilistic statements about accident occurrence.  

Saccomanno and Buyco (1988) and Blower et al (1993) used a Poisson loglinear model to 

explain variations in accident rates. This Poisson regression model is especially suitable for 

handling data with large numbers of zero counts. However, this model could be inappropriate 

for road accident counts, since it fails to account for extra-Poisson variation (the value of the 

variation could exceed the value of the mean) in the observed accidents counts.  
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two types of negative binomial models, one using a maximum likelihood method and one 

using a method of moments. The maximum likelihood model was found to be more reliable 

than the Poisson regression model in predicting accidents where over dispersion is present.  In 

1949, R. J. Smeed also developed a regression model (log-linear model) and he found an in-

verse (or negative) relationship between the traffic risk (fatality per motor vehicle) and the 

level of motorisation (number of vehicles per inhabitant). This regression represented the best 

estimates of the mean values of traffic risk for each given value of motorisation (what is called 

least square). This shows that with annually increasing traffic volume, fatalities per vehicle 

decrease. Smeed concluded that fatalities (F) in any country in a given year are related to the 

number of registered vehicles (V) and population (P) of that country by the following equation.  

 

F = α (V) –β           (1.1)                                                                       

V     P 

 

Where  

F = number of fatalities in road accidents in the country 

V = number of vehicles in the country 

P = population 

α = 0.003, β = 2/3 

 

This formula became popular and has been used in many studies. It is often called as Smeed’s 

formula. This nonlinear relationship can be translated to a linear one by taking the logarithms 

of the two sides: logY = logα – βlogX, where Y is F/V and X is V/P. 

The number of fatalities can be derived Smeed’s formula as: F = c.Vα.Pβ, where c, α, β are 

parameters and they are estimated from data by using the least square method. 

Some authors followed the equation of estimating the regression parameter (α, β) of the data 

by calculating the country road safety performance in comparison to other countries; Jacobs 

and Hutchinson (1973). They found that Smeed’s formula can give a close estimation of the 

actual data and it can be applied to different sample sizes of countries and years with the use of 

different values of alpha and β. Some authors have tried to develop Smeed’s formula and its 

accuracy further by including several socio-economic variables in the model. Fieldwick (1987) 

has included speed 
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limits in the same model. The number of registered vehicles has been replaced by the total 

vehicle kilometre driven in many studies (e.g. Silvak, 1983). This measure (vehicle kilometre 

driven) was not available at the time of Smeed’s study.  

 

At the same time, many studies have criticised Smeed’s model because it only concentrates on 

the motorisation level of country and ignores the impact of other variables, (e.g. Broughton, 

1988), where according to Smeed’s model, population and vehicles are the only country 

values, road fatalities can simply be predicted from population and vehicle numbers in any 

country and any year. Adams, J. (1987) criticised the model’s accuracy because there would 

always be a decline in traffic risk for any increase in the number of vehicles, but generally in 

non-linear way. These models are not able to incorporate the effect of risk factors on accident 

involvement. 

Oppe (1989) assumes that fatality rates follow a negative exponential learning function in 

relation to the number of vehicle kilometers and time. This method has been found to be most 

effective when the components describing the time series behave slowly over time as follows: 

           

  ln(Ft) = ln(Rt) = αt + β           (1.2) 

              Vt 

 

  

or equivalently Rt = eα tβ  Where the ln function is the natural logarithm, Ft is the number of 

fatalities for some country in a year t,Vt the number of vehicle kilometers traveled in that year. 

Rt is Ft and α, β are constants. This means that the logarithm of the fatality rate decreases (sign 

of improvement) if a: is negative proportional with time. This model is called the negative 

exponential learning model, where? is supposed to be less than zero. Both α and β are the 

parameters to fit. This formula shows that countries with a large? should have a fast growth in 

traffic. The traffic volume will increase quickly first and at the end it will reach its saturation 

level, which differs from country to country. 

Adams (1987) has stated a similar relation between fatalities (F) and vehicle kilometers (V), 

which was present: Log(F/V) = α + β * y, where y = year - 1985  
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 1.6 Problem Statement/Motivation 

When I started reviewing what people have done on accident prediction models, I realized 

that the on data on individual behavior. I found some articles on accident prediction models 

but all of them assume the occurrence of accidents to follow a distribution and therefore, use 

the classical approach in their analysis and modeling. This study intends to apply survival 

theory models, since this approach has not been widely adopted by other researchers in this 

field. These models will be used to explain the impact of different factors on driver's 

conditional accident risk (hazard function). The conditional accident risk refers to the 

probability of a vehicle being involved in an accident at time t given that the vehicle had 

survived until that time. The essence is to see how survival modeling can be developed and 

used in explaining also the normal accident process based on accident data. Therefore, the 

study seeks to examine driver’s accident risks and their dependence on various factors using 

statistical accident (survival) models. Survival modeling is commonly applied in medicine to 

the study of serious diseases and treatment methods. This study will assess the development 

needs of survival models in the area of traffic accident analysis. 

 

1.7 Research Objectives 

The objectives of the research will be to investigate the following issues; 

 Which factors influence accident risks of drivers. 

 How do principles of survival modeling apply to investigating accidents and accident 

risks. 

 What are the data requirements in using survival models. 

 How can accident risks be evaluated by survival models when only basic information 

on the parties involved in an accident is available. 

 

1.8 Research Questions 

The main problems that are formulated according to the objectives of this research 

emphasized the accident risk factors. They are based on previous research results that traffic 

accident risks vary with driver characteristics, vehicle attributes, and the time and place of 

driving. 

The main questions of this study are; 
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1. Can driver involvement in road traffic accident be examined with survival models on the        

basis of exposure over time?  

2. Do age and sex major factors?  

3. Do vehicle characteristics contribute to accident risk beyond their interaction with 

exposure and speed? 

4. Can driver involvement in accident be examined with survival models?  

5. Does the use of unworn out tyres reduce accident risks?  

The research objectives are not formulated as main problems. They will be discussed in the 

context of data analysis and interpretation. 
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CHAPTER 2 

DETAILED REVIEW OF PREVIOUS RESEARCH RESULTS 

 

The purpose of this literature review is to give a literature survey of the most important risk 

factors and concepts in road accidents. The literature for this study will be focused on the 

principal risk factors that influence traffic accidents globally, although there are other 

possible risk factors that are not included in this literature review, variables that were 

measured in this study have been specifically focused upon. 

2.1 Concepts of accident risk 

Many factors affect driver accident involvement. Nevertheless, at any given time, driver 

accident risk is affected by personal risk factors (e.g., hours of sleep the previous night), 

vehicle risk factors (e.g., brake adjustment), environmental factors (e.g., weather and 

roadway features), and, perhaps most important, risks created by other drivers and traffic. 

Driver errors can be violations of rules, mistakes of judgment, inattention errors, or 

inexperience errors. Common driver errors resulting in accidents include recognition errors 

(failure to perceive a crash threat) and decision errors (risky driving behavior such as 

tailgating), or poor decision-making in dynamic traffic situations (such as trying to cross a 

stream of traffic). (Michael S. et al, 2004).  

Another common classification for driver errors resulting in accident is as follows (Dewer 

and Olson 2002): Rule-based (failure to obey rules or regulations), Knowledge-based (failure 

to understand required safe behavior), Skill-based (lack of proper skills to perform the task). 

Drivers can also make mistakes without obvious misbehaviors, such as failure to see another 

vehicle or misjudgment of a gap in the traffic stream. Red-light running may be regarded as a 

rule based misbehavior if it is intentional, a skill-based mistake if it is not. (Michael S. et al, 

2004). 
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Reason (1990) proposed three error categories: violations (deliberate deviation), mistakes 

(intended action with unintended consequences), and lapses/slips (execution of unintended 

action). Rimmo (2002) has expanded this by splitting the lapses/slips category into 

inattention errors (unintended action resulting from recognition failure) and inexperience 

errors (unintended action resulting from lack of knowledge or skill). Rimmo’s classification, 

with examples, follows: 

Violations (Deciding to drive when known to be very fatigued, Deliberately exceeding speed 

limits, Accelerating at green-to-yellow signal change. 

Mistakes (Misjudging gap when crossing traffic, misjudging speed of oncoming vehicle, and 

misjudging stopping distance). 

Inattention Errors (Failing to notice red light at intersection, Failing to see that vehicle has 

stopped in lane ahead, and Failing to notice sign). 

Inexperience Errors (Having to check gear with hand, Driving in too low a gear and 

Switching on wrong appliance in truck). 

 

 

 

 

 

 

 

 

 

 

 

 

2.1.1 Risk and Road User Behaviour 

Different studies indicate that the human factor (road users) is the major contributory factor 

to accidents. At the same, any error in the system and on roads will lead to unsafe road user 

behavior: 
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Figure 2.1: Schematic drawing of the four error types contributing to driver risk 
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2.1.1.1 Speed and risk of accident involvement  

Speed has been identified as a highly important influencing factor concerning road safety risk 

and consequences. An increase in average speed results in a higher risk of involvement in an 

accident and greater severity. In many countries, speed contributes to a significant percentage of 

all deaths on the roads. Leaf and Preusser (1999), for example, concluded that reducing vehicle 

speeds could have a highly significant influence on pedestrian accidents and injuries. Garber and 

Gadiraju (1988) determined that accident rates increased with increasing variance of speed.  

2.1.1.2 Alcohol and risk of accident involvement  

Drivers with high BAC (Blood Alcohol Content) in their blood have more chance of being 

killed than those with zero BAC (sober drivers). Hakkert and Braimaister (2002) provided a 

review of many studies and reported that the risk in traffic will increase rapidly with BAC. Such 

results have given the basis for setting BAC limits in many countries (e.g. 0.8 g/dl).  

Evans (1991) has estimated that in 1982 about 53% of traffic accident fatalities in the USA had 

alcohol in their blood. This means that the total elimination of alcohol use would have decreased 

the amount of fatalities by over 50%.  

Elvik and Vaa (1990) state as a summary of many studies that no other single human factor 

affects the occurrence of accidents as dramatically as alcohol. The risk of a fatal accident is over 

100 times as high for drivers under the influence of alcohol, as it is for sober drivers. Drivers' 

accident risk grows exponentially as blood alcohol level increases.  

Studies have shown that alcohol can increase the seriousness of injuries in traffic crashes as well 

as the chance of being involved in a crash (Segui-Gomez et al., 2007). In 2005, about 39% of all 

traffic fatalities and 254,000 injuries were attributed to crashes in the United States in which 

alcohol was involved (NHTSA, 2007).  

2.1.1.3 Age of drivers and risk of accident involvement  

Road accidents are the leading cause of death for young drivers and motorbike riders. The risk 

by age group per kilometer traveled and per hour exposed to traffic is higher among young 

people (15-24) and old (65+). However the exposure for young is higher than old people. Evans 

(1991) reported that young male drivers are overrepresented in accidents in the US. Page (2001) 

concluded from a survey in OECD countries that the higher the proportion of young people in 

the population, 
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 the higher the number of road accident fatalities.  

For the overall driver population, age is one of the strongest personal factors affecting crash in-

volvement (NHTSA, 2000). Teenage drivers, especially males, have crash involvement rates per 

mile traveled that are several times higher than those of the adult population. Driver errors seen in 

teenage drivers include both risk-taking behaviors and misjudgments (Mayhew and Simpson 2003).  

 

Hanowski et al. (2000) analyzed factors (including both personal driver factors and situational 

factors) predicting truck driver involvement in critical incidents (caused by the truck driver). They 

evaluated driver age, ambient illumination, prior night’s sleep, current drowsiness rating, physical 

work requirements for the day, and several other factors. They found that driver age was the 

strongest predictor of critical incident involvement.  

 

In Finland one study showed that there were differences amongst drivers, depending on their age. 

Driving for fun or leisure as well as driving during evenings, at night, and with passengers was 

more typical for young drivers than for middle-aged drivers. The most typical driving for middle 

aged drivers was going to and from work.  

 

Also, a European study (Lynam and Twisk 1995) listed the special factors that may underlie the 

association between young age and accidents. They include: psycho-biological immaturity, a lim-

ited recognition of danger, the acceptance of risk, an excessive belief in one's own abilities, lack of 

experience, driving culture, and lifestyle induced risky type of exposure such as night driving.  

 

2.1.1.4 Gender of drivers and risk of accident involvement  

A study from the United Kingdom reported that male drivers between the ages of 17-20 are in-

volved in over 4 times as many injury crashes as males overall and almost twice as many accidents 

as girls their own age (Clarke et al., 2006). In the United States, fatal crashes for young male 

drivers between the ages of 15 to 20 years of age increased by 5% between 1995 and 2005, while 

15 to 20 year old females involved in a fatal crash decreased by 1% during the same time period 

(NHTSA, 2007).  

As the number of female drivers and their amount of driving has increased in many western 

countries the number of accidents by female drivers has increased (Laapotti and Keskinen, 2003) 

even 
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among the high risk 18-24 year old group. One study showed that males and females 

have approximately the same amount of involvement in injury crashes per million miles 

traveled. The number of males involved in fatal crashes per million miles traveled, 

however, far outnumbered females (Williams, 2003). Therefore, when taking into 

account exposure (miles traveled), young males and females have almost the same 

amount of involvement in overall driver crashes with males being more likely to be 

involved in serious crashes.  

Many studies have concentrated on some of the possible reasons for the differences that 

exist among male and female drivers. Meadows and Stradling (1999) concluded that 

females are more safety oriented drivers and Wells-Parker et al. (1996) concluded that 

women tend to have lower risk profiles. A study from Sweden compared young female 

and males learning how to drive and found that females study more theory than males 

and that females practice more driving skills in different environments during supervised 

training than males (Nyberg and Gregersen, 2007).  

In the Singh (2003) study of driver attributes and rear-end crash involvement mentioned 

above, both young males and young females 18 to 24 years old were more likely than 

older drivers to be involved in rear-end crashes. Comparing genders, young males and 

young females had about the same risk of involvement in the struck vehicle role. For the 

striking vehicle role, however, young males had about a 50% higher risk of involvement 

than did young females.  

2.1.1.5 Use of seat belts  

Road accident research has found that seat belts reduce the fatal injuries significantly and 

it can reduce the risk of fatal injury to front-seat passengers. The use of seatbelts varies 

from country to country. In high-income countries, the usage rate tends to be high. In 

Sweden for instance, seatbelt usage exceeds 90% (K.oomstra et al., 2002). The use of 

seat belts reduces the probability of being killed by 40-50% for drivers and front-seat 

passengers and by 25% for passengers in the back seats as shown in (Elvik and Vaa, 

2004). Regarding the use of safety seats for children and infants studies (WHO, 2004) 

have shown that reduce infant deaths in cars by 70% and deaths of small children by 

50%. Mandatory seat belt use proves to provide strong protection against fatalities in 

accidents in different countries according to various studies.  

The effectiveness of seat belts has been established in various studies (e.g. Rivara et al., 

2000). Seat belts are estimated to reduce serious injuries from motor vehicle crashes by 

55% and fatalities  

16 

www.udsspace.uds.edu.gh 

 

 



 

by 50% (Forjuoh, 2003). In the United States the use of safety belts has increased by 65% 

since the early 1980s (National Highway Traffic Safety Administration, 2004). Various 

studies have attributed this large increase in seat belt usage to seat belt enforcement laws, 

principally primary enforcement laws that allow for enforcement officers to issue a citation 

whenever they observe an unbelted passenger or driver (Eby et al., 2003). Such a large 

increase in lower income countries would be very difficult to obtain because of the lack of 

resources that lower income countries have. It is believed that over half of vehicles in many 

lower income countries do not have functional seat belts and that some vehicles imported 

from high income countries lack functional seat belts as well (Forjuoh, 2003). In this 

environment, legislation to require the use of seat belts would be ineffective.  

However, there is also evidence among the general population of drivers that non-safety belt 

use is associated with various risky driver attitudes and behaviors. Lancaster and Ward 

(2002) reviewed studies indicating that driver non-safety belt use is associated with speeding, 

short headways (tailgating), alcohol use, red light running, more previous traffic violations, 

and sensation-seeking personalities. Eby et al. (2003) observed that safety belt use among 

drivers using hand-held cell phones was lower in every age group studied than among 

comparable non-cell phone users. Thus, non-belt use by a driver should probably be regarded 

as a safety “red flag”.  

2.1.1.6 Vulnerable Road Users  

A vulnerable road user is considered to be anyone using a bicycle or a motorcycle, as well as 

all pedestrians. Several studies have shown that these groups tend to be over-represented 

among crash victims (Peden et al., 2004) and are also at high risk of disability resulting from 

traffic crashes (Mayou and Bryant, 2003). Much of the burden of vulnerable road user traffic 

crashes is within the low and middle income countries with pedestrians being the most 

frequently injured road users in Latin America and the Caribbean (Hijar et al., 2004).  

An example of the types of vulnerable road users that are most affected by traffic crashes 

comes from a study in Mexico. This study found that none of the pedestrians injured in the 

study had insurance, which typically left payment responsibilities up to the family because 

the injured person was most often the bread winner of the family (Hijar et al., 2004). Under 

these circumstances, family members of the victim only stop paying for treatments when all 

of their assets are gone,  
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 consequentially leading the entire family into long-term debt. The individual injured could 

also lose their job and continually suffer from health problems because of the inability to 

continue their treatments (Over et al., 1992).  

2.1.1.7 Driver fatigue  

Drivers who are sleep deprived have significant deficits in vigilance and other cognitive 

abilities related to driving. McCartt et al. (2000) identified factors associated with why long-

distance truck drivers reported falling asleep at the wheel. They found six underlying, 

independent factors, including (1) greater daytime sleepiness, (2) more arduous schedules, 

with more hours of work and fewer hours’ off-duty, (3) older, more experienced drivers, (4) 

shorter, poorer sleep on the road, (5) symptoms of sleep disorder, and (6) greater tendency to 

nighttime drowsy driving.  

The authors also suggest that if these six factors were to be ranked, a tendency toward 

daytime sleepiness was most highly predictive of falling asleep at the wheel, followed by an 

arduous work schedule and older, long-time drivers. Michael S. et al, (2004) found similar 

findings in an analysis they conducted on 567 professional drivers that included five different 

commercial driver types (long-haul drivers, short-haul drivers, bus drivers, drivers 

transporting wood, and drivers transporting dangerous goods). They found that regardless of 

the commercial driver type, sleepiness-related problems was strongly related to prolonged 

driving, sleep deficit, and driver’s health status. Sagberg (1999) conducted a study of crashes 

caused by drivers falling asleep. The study showed that fatigue was a strong contributing 

factor in nighttime accidents, run-off-road accidents, and accidents after driving more than 

150 km on one trip. Although his study was conducted on non-commercial drivers, many 

findings were consistent with McCartt et al.’s study. In addition, Sagberg found that more 

males than females were involved in sleep-related accidents. Sagberg also suggests that 

drivers’ lack of awareness of important precursors of falling asleep in addition to the 

reluctance to discontinue driving despite feeling tired contributed to sleep-related accidents.  

2.1.2 Risk and Road Conditions  

Motorways have the lowest risk on injury accidents compared to other types of roads because 

of the separation between vehicle movements according to their speed (no high speed 

variance). (Elvik and Vaa, 2004) show that the rate of injury accidents per million vehicle 

kilometers of travel on motorways is about 25% of the average for all the public roads. Road 

surface conditions, poor road 
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surface, defects in road design and maintenance contribute to an increase in the risk of 

accidents. Bester (2001) reported that countries with more paved roads will lead to lower 

fatality rates.  

2.1.3 Risk and vehicle related factors  

New cars tend to have more safety and protection features, such as air bags, anti-brake 

system (ABS), etc. There is relation between vehicle age and risk of a car crash. One study 

(in WHO, 2004) showed that occupants in cars manufactured before 1984 have almost 

three times the risk of new cars. Many developed countries improved vehicle crash 

worthiness and safety, which means the protection that a vehicle gives its passengers (and 

to the Vulnerable Road Users) from a crash. Many countries in the European Union (EU) 

as well as USA have set out legislation for safety standards in motor vehicles, for instance 

the New Car Assessment Program (NCAP), where vehicle crash performance is evaluated 

by rating the vehicles models according to their safety level for occupant protection, child 

protection and pedestrian protection. Vehicle defects increase the risk of accident. The size 

of vehicle is crucial; the greater the mass of the vehicle (e.g. heavy trucks), the more 

protection people have inside the vehicle (their occupants) and the more involved in fatal 

accidents to others. It is known that poor vehicle maintenance and technical conditions can 

also contribute to accidents. In terms of periodic vehicle inspection, different research 

shows different results. (Elvik and Vaa, 2004) concluded in the review of macro-studies 

that there is no clear evidence that periodic vehicle inspection has an effect on the number 

of accidents, while (Hakim et al. 1991) presented in another review of macro-studies that 

the periodic inspection of motor vehicles reduces the number of road fatalities.  

2.14 Risk and post-crash injury outcome 

Different studies have shown that fatality rates are correlated with the level of medical 

facilities available in the country expressed in terms of population per physician and 

population per hospital bed, (Jacobs and Fouracre, 1977). A review of a European study, 

in (WHO, 2004), showed that about half of deaths from road accidents occurred at the spot 

of the accident or on the way to the hospital. Noland (2003) concludes that medical care 

has led to reductions in traffic-related fatalities in developed countries over time (1970-

1996). 
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2.1.5 Socio-Economic Factors and Risks 

There are many socioeconomic factors that contribute to the causes of accidents. Some of 

the major factors are the following;  

2.1.5.1 Gross National Product (GNP).  

It is widely known that the motorisation rate (vehicle per population) increases with income 

(GNP per capita). This may affect both exposure and the risk of fatal accidents. Many 

studies (e.g. World Bank, 2003) have shown that the fatalities per vehicle appear to decline 

rapidly with income. Maybe this reflects the shift from vehicles with high risk (motorbikes, 

foot) to safer and protected vehicles (e.g. four-wheelers) or it may show more funds and 

expenditure being spent by the country on its road safety measures. There is a negative 

relationship between income growth and the number of road accidents in the long term 

(Hakim et al. 1991). The increase in income leads to safer vehicles and more investment in 

road infrastructure, which leads to fewer road accidents and casualties. However, it should 

be clear that the improvement of income could also increase the travel distance (higher 

exposure) and more alcohol consumption (higher risk).  

2.1.5.2 Unemployment  

Few studies have used the unemployment factor as a risk factor for accidents. It appears to 

be negatively related to accidents and casualties. Hakim et al. (1991) has shown in the 

literature review he made that an increased unemployment rate in country might reflect on 

the ability to pay for a single journey and a reduced exposure to the whole journey. Page 

(2001) included employment (percentage of population in employment) into his model in 

the study conducted for the OECD countries. The higher employment figures showed an 

increase in the number of fatalities.  

2.1.5.3 Urban population  

Urban roads will have more accidents and fewer fatalities or severity per kilometer traveled 

than rural roads, because of the density of vehicles and the lower speeds of travel. Hakkert 

and Braimaister (2002) have shown in one macro-study that countries with a high level of 

urbanisation will have higher population densities and they may experience lower levels of 

fatalities and serious injuries. 
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Page (2001) has found that the population who live in urban areas have fewer road accident fatal-

ities than other places. Bester (2001) also reported similar results that countries with higher road 

densities will have fewer fatality rates. Shorter distances to medical services can explain this. 

In 2006, the fatality rate per 100 million vehicle miles traveled was reported as being 2.4 times 

higher in rural areas of the United States as compared to urban areas (NHTSA, 2008). Investi-

gations that were carried out in the 1980s in several different states found that rural traffic injury 

fatality rates were higher than urban rates. Studies from other countries have documented higher 

occurrences of traffic crash fatalities in urban areas as well. A study in Ghana reported that the 

majority of traffic fatalities and injuries occurred in rural areas and that the crashes that occurred 

on rural roads were generally more severe (Afukaar et al., 2003) and a study in Quebec, Canada 

found that severe crashes are more common in rural areas (Thouez et al., 1991). 

Many different explanations are available in the literature as to why such differences between ur-

ban and rural areas occur. One such explanation is that rural crash victims may not receive medical 

attention as quickly as their urban counterparts because the crashes often occur in remote areas 

(Clark, 2003). Another explanation is that rural roads may not be as safe as urban roads, with some 

lacking guardrails, traffic control devices, and traffic law enforcement. Combining the lack of 

sufficient traffic law enforcement with higher speed limits often times means that traffic crashes in 

rural areas are more severe than those in urban areas (Zwerling, 2005). 

 

2.1.5.4 Illiteracy 

Bester (2001) has analysed socio-economic factors in different countries and he found that the 

illiteracy percentage has a statistically significant effect on the national fatalities rate. He explained 

that a country that can read and write is expected to influence the ability of road users to 

understand rules of the road and road signs. 

 

2.1.5.5 Technology level 

Few studies have described the decline in the number of fatalities in all industralised countries as a 

result of the increase of technology use in level and road infrastructure (i.e. Evans, 1991). 
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2.1.6 Risk and other factors  

Different macro studies have shown that the risk of crash will increase by other factors such 

as: poor visibility, using hand-held mobile telephones, dark conditions, wet roads and roads 

that are covered with snow or ice (Elvik and Vaa, 2004), (Evans, 1991). There is an inverse 

relationship between accidents and the average gasoline prices (Hakim et al., 1991). It seems 

that an increase in the price of gasoline reduces the number of trips and the exposure. 

Similarly, there is an inverse relationship between number of accidents and the number of 

driving licenses delivered (Van and Wets, 2003). Moreover, the road safety audit process is 

shown to have a clear impact on the number of accidents (Proctor et al., 2001). However, there 

is lack of data concerning all these factors and they are not available in many countries.  

 

2.1.6.1 Stress  

Stress is generally seen as a human response to an aversive or threatening situation. 

Heightened stress has been implicated in increasing the risk of vehicle crashes. Brown and 

Bohnert (1968) reported that 80% of drivers involved in fatal crashes, but only 18% of 

controls, were under serious stress involving interpersonal, marital, vocational, or financial 

areas prior to the crash. Finch and Smith (1970) reported similar findings.  
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CHAPTER 3 

 

 

RESEARCH METHODOLOGY 

 

 

3.1 Source of data 

 

The data for this project were solely secondary data which was taken from Motor Traffic 

and Transport Unit of the Ghana Police Service, Northern regional office, Tamale. 

 

 

3.2 Population 

 

Three years of data, containing detailed information on accident – involved drivers for 

the period of 2007 to 2009, was used in this study. The data contained those fatal 

accidents that had occurred in the region within the period under consideration. 

 

 

3.3 Study Variables 

 

The Traffic Accident Form of the unit collects data surrounding the occurrence of the 

traffic fatality. The following data is collected data on the form: Name, Sex, Age, Date, 

Time, and Address where the event occurred, Number of fatal victims in the same event; 

Type of traffic accident (including but not limited to a collision with a fixed or moving 

object, pedestrian struck, or a overturned vehicle); Role of the victim during the event 

(Including but not limited to: Driver of the vehicle, passenger, pedestrian); Use of safety 

equipment; Type of vehicles, bicycle, motorcycle, pedestrian); and Alcohol level of the 

victim. Other variables include conditions, consequences, traffic and specific information 

about each “party” to the accident, age and type of driving and vehicle characteristics. All 

these variables were considered in the study. 
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3.4 Statistical Analysis 

 

Drivers’ accident risks and their dependence on various factors were examined using 

statistical (survival) accident models. SAS software package was used in the analysis. The 

analysis included model formulation, parameter estimation and model evaluation. The 

main survival model type used was the Cox type distribution - free proportional model. 

Statistical hypothesis testing was used as a tool for testing the various hypotheses. The 

statistical decisions were based on the developed survival models and the estimated 

parameters. 

 

3.5 MODELING APPROACH 

3.5.1 Overview of the approach 

Survival analysis is a class of statistical methods for studying the occurrence and timing of 

events. These methods are most often applied to the study of deaths. In fact, they were 

originally designed for that purpose, which explains the name survival analysis. That name 

is somewhat unfortunate, because it encourages a highly restricted view of the potential 

applications of these methods. Survival analysis is extremely useful for studying many 

different kinds of events in both social and natural sciences (Paul D. Allison, 2008). 

Survival can simply be defined as time-to-event. Examples: time to die from disease say 

cancer. time to first marriage, time to promotion to next position, time to earthquake, time 

to first arrest after release from prison, time to birth after first marriage, time to divorce 

after first marriage, etc. Survival analysis was originally designed for 

prospective/longitudinal data on the occurrence of events. Longitudinal data are generated 

when you begin observing a set of individuals at some well - defined point in time, and you 

follow them for some substantial period of time, recording the times at which the events of 

interest occur. It is not necessary that every individual experience the event. Apart from 

recording the time of occurrence of events, you might also record other events related to 

time.  

One can perform survival analysis when the data consist only of the times of events, but a 

common aim of survival analysis is to estimate causal or predictive models in which the 

risk of an event depends on auxiliary variables or covariates. If this is the goal, the data set 

must obviously contain measurements of the covariates. Some of these covariates like 

tribe, sex, religion may be constant  
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over time. Others, like income, marital status, or blood pressure, may vary with time. For 

time - varying covariates, the data set should include as much detail as possible on their 

variation across time.  

Survival analysis is frequently also used with retrospective data. These are data in which 

a group of individuals are, instead of being followed in time as described above, asked to 

recall the dates of events like marriages, births, promotions, etc. In using methods of 

survival analysis for retrospective data, one should recognise the potential limitations. 

For one thing, people may make substantial errors in recalling times of events and they 

may forget some events entirely. They may also have difficulty providing accurate 

information on time - dependent covariates. A more difficult problem is that the sample 

of people who are actually interviewed may be different from those who actually were at 

the risk of the event. For example, people who have died or moved away will not be 

included. Nevertheless, although prospective (longitudinal) data are certainly preferable, 

much can be learnt from retrospective. Survival data have two common features that are 

difficult to handle with conventional statistical methods: censoring and time - varying 

covariates. Therefore, an important issue in survival research is how to deal with cases 

whose survival cannot be followed during the entire research period. Such individuals are 

called censored individuals (observations). There are generally three reasons why 

censoring may occur:  

(1) A person does not experience the event before the study ends;  

(2) A person is lost to follow-up during the study period; 

(3) A person withdraws from the study because of death (if death is not the event of 

interest) or some other reason.  

Censoring can happen in the following three ways;  

 Type I: the duration of the study is fixed to a chosen period. The study includes 

cases that are monitored from a set starting point for as long as the phenomenon 

under examination occurs, or until the individuals are lost to the monitoring, or the 

entire monitoring period has passed. Individuals whose monitoring does not provide 

information about the occurrence of the phenomenon under examination until they 

drop out, or at the end of the study period, are censored observations.  
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 Type II: The length of the monitoring period depends on the desired number or 

proportion of uncensored observations. The length of the period is the same as the 

survival of the individual with the longest life span. Individuals, who are removed 

from the study for various reasons or survive less than the monitoring period, are 

censored observations.  

 Type Ill: The duration of monitoring is fixed. However, individuals may enter the 

study at different starting points. Censored observations are the ones whose survival 

period continues after the overall monitoring period has ended.  

Survival studies can be divided into the following two groups:  

 Monitoring censored to the right: the investigation has begun at a certain selected 

moment when the individuals entering the examination are exposed to the 

phenomenon under investigation, e.g. a medicine or treatment, the investigation is 

continued from that moment on for a certain length of time.  

 Monitoring censored to the left: the investigation has begun at a certain selected 

moment, but includes individuals whose exposure to the phenomenon under 

investigation has begun before the examination period started (as in the present study).  

Survival analysis can be based either on an assumption about survival following a certain 

distribution or on direct observation based on the actual data. Both procedures require 

dealing with censored and uncensored observations. The most commonly used survival 

distributions are the negative exponential distribution, the Weibull distribution, the Gumbel 

distribution, the Logarithmic normal distribution or their combinations. Which type of 

function is best at describing the survival distribution is mainly dependent on the data and 

can be carried out with the Kaplan-Meier method (Bunday, 1991).  

3.5.2 Principles of Survival Modeling  

In survival analysis, we usually refer to the time variable as survival time, because it gives 

the time that an individual has “survived” over some follow up period. We also typically 

refer to the event as a failure, because the event of interest usually is death, disease 

incidence, or some other negative individual experience. Time = survival time and Event = 

failure  

In survival analysis, the basic mathematical terminology and notation is the random variable 

(T) which represents the person’s survival time. Since T denotes time, its possible values 

include all  
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nonnegative numbers; that is, T can be any number equal to or greater than zero. Now a 

small letter t denotes any specific value of interest for the random variable T. We also 

have the probability density function which gives the probability of an individual 

experiencing the event of interest at time t denoted by f(t). Other important functions in 

survival analysis, besides the density function, are the survival function denoted by S(t), 

and hazard function also denoted by h (t). The survival function S(t) gives the probability 

that a person survives longer than some specified time t, that is, S(t) gives the probability 

that the random variable T exceeds the specified time t. The survivor function is 

fundamental to a survival analysis, because obtaining survival probabilities for different 

values oft provides crucial summary information from survival data. For instance, at time 

t = 0, S ( t) = S ( 0) = 1; that is, at the start of the study, since no one has gotten the event 

yet, the probability of surviving past time 0 is one; at time t = ∞, S(t) = S( ∞) = 0; that is, 

theoretically, if the study period increased without limit, eventually nobody would 

survive, so the survivor curve must eventually fall to zero. The hazard function h( t) , on 

the other hand , gives the instantaneous potential per unit time for the event to occur, 

given that the individual has survived up to time t. In contrast to the survivor function, 

which focuses on not failing, the hazard function focuses on not failing, the hazard 

function focuses on failing, that is, on the event occurring. Thus, in some sense, the 

hazard function can be considered as giving the opposite side of the information given by 

the survivor function. In other words, the hazard function can also represent the 

probability of an occurrence to end survival at point t on the condition that the individual 

or other object of examination has been “alive” until point t. 

The following relationship exists between these functions: 

h( t) = f(t) 

          S(t) 

            t 

H(t) =   ∫ 0 h(t)dt   

S(t) = exp[-H(t)] 

 

Where h (t) is hazard function, H(t) is cumulative hazard function and S(t) is survival 

function. Finally, the Greek letter delta (δ) denotes a {0, 1} random variable indicating 

either failure or censorship. That is δ = 1 for failure if the event occurs during the study 

period, or δ = 0 if the survival time is censored by the end of the study period. 
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3.6 The Cox Proportional Model and Its Characteristics 

This study intends to apply the Cox proportional hazards models. Proportional survival models 

assume that survival t has its density, hazard and survival functions. There are no special starting 

assumptions made on the form of the density function of survival t.  

The Cox PH model is usually written in terms of the hazard mode1 formula shown below; 

h(t, X) = h0(t)exp(Xβ) 

where h(t, X) is the hazard function, ho(t) is the base level of the hazard function and 

exp(Xβ) is linear function formed by the variables and their parameters. This model gives 

an expression for the hazard at time t for an individual with a given specification of a set of 

explanatory variables denoted by X. That is, the X represents a collection of predictor variables 

that is being modeled to predict an individual’s hazard.  

The Cox model formula says that the hazard at time t is the product of two quantities. The first of 

these, ho(t), is called the baseline hazard function. The second quantity is the exponential 

expression e to the linear sum of βiXi, where the sum is over the p explanatory X 

variables. An important feature of this formula, which concerns the proportional hazards 

(PH) assumption, is that the baseline hazard is a function of t, but does not involve the 

X’s. In contrast, the exponential expression shown here, involves the X’s, but does not 

involve t. The X’s here are called time-independent X’s. 

It is possible, to consider X’s which do not involve t. Such X’s are called time-dependent 

variables. If time-dependent variables are considered, the Cox model form may still be 

used, but such a model no longer satisfies the PH assumption, and is called the extended 

Cox model. This study will consider time-independent X’s only. 

The Cox model formula has the property that if the X’s entire are equal to zero, the 

formula reduces to the baseline hazard function. That is, the exponential part of the 

formula becomes e to the zero, which is 1. This property of the Cox model is the reason 

why ho(t), is called the baseline function. Or, from a slightly different perspective, the 

Cox model reduces to the baseline hazard when no X’s are in the model. Thus, ho(t) may 

be considered as a starting or “baseline” version of the hazard function, prior to 

considering any of the X’s. 

Another important property of the Cox model is the baseline hazard, ho(t), is an 

unspecified 
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function. It is this property that makes the Cox model a semiparametric model.  

In contrast, a parametric model is one whose functional form is completely specified, except for 

the values of the unknown parameters. A key reason for the popularity of the Cox model is that, 

even though the baseline hazard is not specified, reasonably good estimates of regression 

coefficients, hazard ratios of interest, and adjusted survival curves can be obtained for a wide 

variety of data situations. Another way of saying this is that the Cox Proportional Hazard model is 

a “robust” model, so that the results from using the Cox model will closely approximate the results 

for the correct parametric model.  

The parametric model is preferred if we are sure of the correct model, but if we are not completely 

certain that a given parametric model is appropriate, thus, when in doubt, as is typically the case, 

the Cox model will give reliable enough results so that it is a “safe” choice of model, and the user 

does not need to worry about whether the wrong parametric model is chosen.  

Another appealing property of the Cox model is that, even though the baseline hazard part of the 

model is unspecified, it is still possible to estimate the β’s in the exponential part of the model. All 

we need are estimates of the β’s to assess the effect of explanatory variables of interest. The 

measure of effect, which is called a hazard ratio, is calculated without having to estimate the 

baseline hazard function.  

One point about the popularity of the Cox model is that it is preferred over the logistic model when 

survival time information is available and there is censoring. That is, the Cox model uses more 

information – the surviving times – than the logistic model, which considers a (0,1) outcome and 

ignores survival times and censoring. 

The hazard function h(t,X) and its corresponding survival curves S(t,X) can be estimated for the 

Cox model even though the baseline hazard function is not specified. Thus, with the Cox model, 

using a minimum of assumptions, we can obtain the primary information desired from a survival 

analysis, namely, a hazard ratio and a survival curve. 

3.7 Estimation of the Cox Proportional Hazard Model  

We now describe how estimates are obtained for the parameters of the Cox model. The parameters 

are the β’s in the general Cox model formula shown above. The corresponding estimates of these 
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parameters are called maximum likelihood (ML) estimates and are denoted as β  

The formula for the Cox model likelihood function is actually called a “partial” likelihood func-

tion rather than a (complete) likelihood function. The term “partial” likelihood is used because 

the likelihood formula considers probabilities only for those subjects who fail, and does not 

explicitly consider probabilities for those subjects who are censored. Thus the likelihood for the 

Cox model does not consider probabilities for all subjects, and so it is called a “partial” 

likelihood. The Cox Survival model can be further written for calculations into the form:  

S(t, X) = [So (t) ] exp (XB)  

Where in this study S (t, X) is estimate of the share of drivers not involved in accidents until 

time t, S0(t) is base level of the survival function formed on the basis of data,  

exp(X β) = exp(β1x1 +β2x2+ ... +βnxn). The β is the coefficients of the variables xi (parameters) 

When drawing up proportional survival or hazard models, stratification can also be used as an 

examination method (not considered in this study). The different basic hazards ho(t), are 

estimated with the model for the different values of the stratifying variable. The survival model 

explains the effect of the variables on these different base levels of the hazard function. 

In this study, the survival, or accident time, will be defined as the number of days counted from 

the start of the analysis period. The starting point for the accident data will be 1/112007 to 

31/12/2009 for the 2007 accidents; 1/11/2008 to 31/1/2009 for the 2008 accidents and 1/1/2009 

to 31/12/2009 for the 2009 accidents. Accident time will be the time from the starting time until 

the moment accident occurs.  

The “survival” of drivers who got into accidents will be the number of days from the beginning 

of the examination period until the day a driver was involved in an accident. If a driver had 

been involved in more than one accident, the days between the two accidents will be considered 

the survival days.  

One important feature in survival analysis is the idea of censored observations that generate 

great difficulty when trying to analyze such data using traditional statistical models such as 

multiple  

 

www.udsspace.uds.edu.gh 

 

 



 

30 

www.udsspace.uds.edu.gh 

 

 



 

 

linear regression. 

The accident data taken from the MTTU contains, definition only drivers involved in 

accidents, this means that they have all experienced the event of interest. Therefore, in 

order to analyze the data using survival models, drivers that were involved in accidents 

within the first 244 days of each year were considered as “primary party” (uncensored 

drivers) and those that were involved after the 244 days were considered as “other 

involved party” (censored drivers). This approach enabled a distinction among the 

involved drivers who to be classified as uncensored and hence data was analyzed using 

survival approach. This situation is depicted in the figure below. 

 

 

 

It is assumed that all the drivers entered the study at the first day of the year and are 

followed for twelve months. The study end was set to (244 days) about eight months. The 

horizontal axis represents time (Duration in days). Each of the horizontal lines labeled A 

through F represents a single driver. An X indicates that the accident occurred at the point 

in time. The vertical line at 2444 is a point at which we stop following the driver. Any 

accident that occurred at 244 days or earlier was considered uncensored, and hence, those 

accidents times are censored at time 244 days. Therefore, drivers A, C, D and E have 

uncensored accident times while drivers B and C have censored accident times. 
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Figure 3.1: Theoretical display of survival time in the accident data 
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Individual potential variables were selected and included into the models with the help of Kaplan-

Meier estimates directly from the data. Next, the similarities of the survival functions obtained 

were also tested with the Log Rank test. The Log Rank test score used in the comparisons of the 

survival functions is asymptotically normally distributed. When there is a distinct differences 

between the survival functions, the variable’s significance in the model will be tested the rest of 

the variables. 

 

The evaluation of the proportional models’ explanatory power and statistical significance was 

based on the size of the residuals and the DfBeta estimates of coefficients. 

Because the variables in survival models can strongly correlate with each other, their impact on 

the characteristics of the most important models were examined by alternately removing variables 

from the models.
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CHAPTER 4 

 

 

DATA PRESENTATION AND ANALYSIS 

 

4.1 Motor Traffic and Transport Union (MTTU) Data 

 

4.1.1 Nature of the data 

The Motor Traffic and Transport Union (MTTU) of the Ghana Police Service, Tamale 

gathers extensive and detailed information from each accident they investigate. Details of the 

information that is always taken can be found in appendix A. the whole data available during 

the beginning of the study contained information on 398 fatal accidents for the period of 

2007 – 2009. Therefore, the interpretation of the findings of the study is limited to the 

Northern Region. 

 

 

4.1.2 Driver and accident characteristics 

The table 4.1 presents the ages of the involved drivers and the consequences to drivers (every 

accident had at least one fatality who could be driver or another occupant). Out of the 398 

drivers, 91 (22.9%) had survived without injury, 186 (46.7%) had died and 121 (30.4%) had 

been seriously injured. Most (68%) drivers were 26 – 56 years old, 93 (23%) were younger, 

and 17 (4%) older. 

Only 21 were female drivers. 
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Weight of Vehicle 

The weight of vehicle was categorized into two groups: less than or equal to 1,000Kg 

(labeled as 1) and over 1,000Kg (labeled as 2). The log-rank test of equality across strata for 

the predictor wghtveh had a p-value of 0.4483 indicating that wghtveh had no significant 

effect on the accident time distribution. Thus wghtveh should not be included as a potential 

candidate for the final model, since the p-value is greater than our cut-off of 0.05. 

 

 
 

 

 

Tyres Condition/tyres tread depth  

The tyres tread depth had two levels: 0 for vehicles whose tyres tread were less than or equal 

to 4mm and 1 for those with over 4mm. the log-rank test of equality across strata for the 

predictor tyrescon realized a p-value of 0.3897 indicating the tyrescon had no significant 

effect on the accident time distribution. Thus tyrescon should not be included as a potential 

candidate for the final model, since the p-value is greater than our cut-off of 0.05. 
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Ownership 

The ownership of the vehicle was categorized into two levels: 1 for own vehicle and 0 for 

not own vehicle. The log-rank of equality across strata for the predictor owner had a p-

value of 0.1280, thus owner was not included as a potential candidate for the final model 

because this p-value is greater than the cut-off of 0.05. Therefore, ownership of the 

vehicle did not have a significant effect on drivers’ accident time distribution. 

 

 

 
 

 

 

 

 

Age of vehicle 

Age of vehicle was categorized into two classes: up to 10 years. Age of vehicle remained 

a statistically variable significant variable (P = 0.0001). Thus ageveh was included as 

potential candidate for the final model. From the graph one can see that drivers whose 

vehicle aged over 10 years had lower survival experience than those with vehicle less 

than 10 years. 
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Variables include: annual vehicle kilometreage, tyres condition, weight of vehicle and 

route familiarity. 

Model 1: The model was estimated using the first group of variables to obtain model 1 A. 

the significant variables in model 1 A were selected out and re-run to obtain 1 B. Next, 

interactions were added to the model 1 B to obtain the final model 1C. 

Model 2: The model was estimated on the basis of both the first and second group of 

variables to obtain model 2A. The significant variables in model 2A were selected and re-

run to obtain the final model 2B. There was no interaction effect in this model. 
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corresponding to those drives aged less than or equal 25 years). More useful is the global 

test reported for driver_agp at the bottom part of the output, which has a Wald chi-square 

of 8.5920 with 2 degrees of freedom, again significant at the 0.05 level. 

Overall, the highly significant variables include sex, use of safety belt, use of alcohol, 

speed of vehicle, and age of driver. Therefore, the final model of main effects will 

include all the aforementioned significant variables. These significant variables were re-

runned to obtain the output of model 1B. 
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of 1.441 which means that for any one year increase in the age of the driver, The hazard of accident 

increases by 44.1 %.  

 

Driver Sex  

According to the Kaplan Meier estimate sex had a strong effect on accidents time, which actually 

proved to be a significant variable in several of the models. In model 1 C for instance, indicates that 

male drivers had 2.278 (1.175 - 4.419 with 95% confidence interval) times greater than the risk of 

female drivers. However when the second group of variables were added, which included annual 

vehicle kilometreage, route familiarity, tyres condition and weight of the vehicle, the effect of sex had a 

moderate influence.  

 

Driver’s use of alcohol  

Driving under the influence of alcohol significantly increased drivers accident risks. Alcohol use was a 

significant variable in all the models. According to model 2B, the relative risks of drivers under the 

influence of alcohol, was 2.5031 times (1.721 - 3.640 with 95% confidence interval) greater than that of 

sober drivers.  

 

Use of Safety Belt  

Use of safety belt had a very strong explanatory power in all the models. According to model 2B, the 

hazard ratio for use of belt is 0.451, indicating that if a driver changes from not use of belt to use of belt, 

whiles holding other covariates constant the hazard of accident decreases by ( 100% - 45.1 % ) = 54.9%.  

 

Annual Vehicle Kilometreage  

Drivers’ annual vehicle kilometreage had a strong explanatory power in all the models it featured. In 

model 2A for instance, it can be seen that drivers that had traveled between 5,000km/a, to 14,000krn/a, 

had 42.3% lower than those that had travelled less than 5,000krn/a (the reference group). Also those that 

had travelled for at least 15,000km/a had (100% - 44.8%) = 55.2% lower than those that had travelled 

less than 5,000km/a. In the final model 2B gave the overall contribution of drivers’ annual kilometreage 

(p=0.0084), the hazard ratio of 0.647 which means that for any one year increased in driver’s exposure 

to traffic, it is associated with (100% - 64.7%) = 35.3% decrease in expected time to accident holding 

all other covariates constant.  

This result indicates that drivers’ accident risks decreases as annual kilometerage increases. It 
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can be seen in the model that annual vehicle kilometerage is negatively related to the hazard of 

accidents and hence, positively related to survival. But it is generally known that higher exposure to 

traffic is associated with higher risk, but this result and for that matter this research is in opposition 

to this believe. This perhaps might be due to accumulated experience on the part of these drivers. 

That is to say drivers who had a high annual kilometreage had also more driving experience and 

hence lower involvement in accidents. However this might need further probing.  

 

Route Familiarity 

The route familiarity variable was not a significant variable as indicated in model 2A (p = 0.0816). 

The hazard ratio is 0.643 indicating that, the accident risks was about 35.7% lower for drivers who 

were familiar with the site of the accident compared to other drivers.  

 

Vehicle Weight 

Vehicle weight proved to be a discriminating factor although its statistical significance in model 2A 

was very weak (p = 0.9039). According to model 2A, the estimated risk ratio is 0.978. This means 

that the hazard of accident for drivers using light vehicles had 97.8% of the hazard for those drivers 

who used the larger weight vehicles.  

 

Vehicle age 

Vehicle age had no significant effect on accident risk, in the models though it proved to be a sig-

nificant variable in the Kaplan-Meier estimate. However, in model 2A, the hazard ratio is 1.236, 

indicating that vehicles older than 10 years had 1.2 times the risk of vehicles that are less or equal to 

10 years.  

 

Tyres condition treads depth 

Tyres condition/tread depth proved to be statistically significant (p = 0.018) in model 2A. According 

to this model, drivers with very worn out tyres vehicles had 1.632 times that of drivers who used less 

worn out tyres (>4mm). 

  

Speed of vehicle 

Speed is a statistical significant variable in predicting the hazard of accidents as confirmed in the 

models. According to model 2A, the hazard of accidents for drivers who drove over 80km/h is 3.279 

times (with a 95% confidence interval: 1.994 - 5.394) that of those who drove less than 80km/h.  
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Age of license  

This variable was used as a proxy to assess the level of experience of the driver. Age of license was 

a moderate significant variable in model 2A. However, the hazard ratio is 1.674, indicating that 

those drivers with duration of license less than 5 years had 1. 7 times the risk of those with license 

duration of at least 5 years. 

 

4.4 Evaluation of the models and methods  

The goal of statistical model development is to obtain the model which best describes the data. 

That is to say, the fitted model must provide an adequate summary of the data upon which it is 

based. Therefore, a complete and thorough examination of the model's fit and adherence to the 

model’s assumption is of great importance and concern. There are several methods for assessment 

of a fitted proportional hazards model which include;  

1. Testing for the assumption of proportionality of the models.  

2. Overall summary measures of goodness of fit.  

3. Identification of influential and poorly fit subjects/individuals.  

 

4.4.1 Testing for the assumption of proportionality of the developed models  

The Cox proportional hazard assumes that the hazard of one individual is proportional to the haz-

ard of any other individual, where the proportionality constant is independent of time. This means 

that the ratio of the risk of dying (if death is the event of interest) of two individuals is the same no 

matter how long they survive.  

 

This requires that covariates not be time-dependent. If any of the covariates varies with time, the 

Proportional hazards assumption is violated. This fact can be used to test the assumption by in-

cluding a time-covariate interaction terms in the model and testing if the coefficient for interaction 

is significantly different from zero. The proportional hazards assumption is vital to the interpreta-

tion and use of a fitted proportional hazards model.  

Though, there are several methods for verifying that a model satisfies the assumption of propor-

tionality, we will, in this project, check proportionality by including time-dependent covariates in 

the model. In proc phreg it is very easy and convenient to include data step programming inside the 

procedure. Time dependent covariates are interactions of the predictors with time. In this analysis 

 

53 

www.udsspace.uds.edu.gh 

 

 



 

 
 

www.udsspace.uds.edu.gh 

 

 



 

 
 

www.udsspace.uds.edu.gh 

 

 



 observed and the predicted values (based on the regression model) of the dependent variable. 

However, when censored observations are present and only a partial likelihood function is 

used in the proportional hazards model, the usual concept of residuals is not applicable. In the 

following we introduce three different types of individual residuals: Cox-Snell, martingale 

and deviance residuals. Martingale residuals are obtained by transforming Cox-Snell 

residuals, and deviance residuals are a further transformation of martingale residuals. 

However, these three different residual statistics are computed for each individual in the 

sample.  

 

These individual residuals can be plotted versus the survival time or a covariate. The pattern 

of the graph provides some information about the appropriateness of the proportional hazards 

model. It also provides information about outliers and other patterns. Similar to other 

graphical methods, interpretation of the residual plots may be subjective.  

 

While Cox-Snell residual method is useful in assessing the goodness of fit of parametric 

models, they are not/ so desirable for a Cox proportional hazards model where a partial 

likelihood function is used and  the survivorship function is estimated by nonparametric 

methods. The martingale residuals hare a skewed distribution with mean zero.  

 

The deviance residuals behave much like residuals from Ordinary Least Square regression: 

They have a mean of zero and an approximated standard deviation of 1.0, for that matter they 

are symmetrically distributed about zero when the fitted model is adequate. They are negative 

for observations that have longer survival times than expected and positive for observations 

with survival times that are smaller than expected. In other words deviance residuals are 

positive for persons who survivor for shorter time than expected and negative for those who 

survive longer. The deviance often used in assessing the goodness of fit of a proportional 

hazards model. They can be used like residuals from OLS. Very high or very low values 

suggest that the observation may be an outlier in need of special attention. 

 

The graph of deviance residuals against survival time or a covariate can be used to check the 

ad-equacy of the proportional hazards model. The presence of certain patterns in these graphs 

may indicate departures from the proportional hazards assumption, while extreme departures 

from the main cluster indicate possible outliers or potential stability problems of the model. 

The plot of deviance residuals against the survival time (Dur) using model 1C yields the 

following 
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 Data set C is displayed in the output shown above for 42 cases; the signs of the DfBeta statistics 

are the reverse of what one might expect - a negative sign means that the coefficient increases 

when the observation is removed. Almost all the observations have small values for the influence 

statistics. For example, the estimated coefficients for the covariates of sex and alcohol in model 2B 

were respectively 0.60565 and 0.91737. However, in Data set C, the value 0.012141 for dsex 

indicates that if observation 2 is removed, the sex coefficient will decrease to approximately 

0.60565-0.012141 = 0.593509, a decrease of 2%. Also for the value 0.0013132 for dalcohol 

indicates that if observation 2 is removed, the alcohol coefficient will decrease to approximately 

0.91737-0.003132 = 0.914238, a decrease of 0.3%. Further, it can be seen in the set the value -

0.015493 for dsex indicates that if observation 42 is removed, the sex coefficient will increase to 

approximately 0.60565+0.015493 = 0.621143, an increase of 1.5%. Overall, it can be seen in the 

Data set C that none of the observations did exert an undue influence on the estimated coefficients.  

 

Based on the above discussion in trying to find observations that had leverage by using the DfBeta 

coefficient (estimates the influence of each observation on the resultant coefficients of model vari-

ables). It was realized that no deviant observations were found in any of the variables. That is to 

say that, largest changes were not found in the overall estimated coefficients and hence would not 

much affect the effects of the coefficients. This means that no observation had exerted an undue 

influence on the estimates of the parameters and hence the fit of the model.  

 

In summary, the evaluation based on the residuals and the DfBeta indicated that the models struc-

tural supposition and proportionality, was acceptable. Elimination of deviant observations from the 

models will cause minor changes to the coefficients of the variables in the models. The practical 

conclusion is that removal of variables from the models will result in no or minor changes in the 

overall coefficients of all the covariates considered and hence have not distorted the models. 

  

In conclusion, the sensitivity testing of the MTTU data models, suggested that it was not 

necessary to eliminate observations or alter the structure of the models. The calculated relative risk 

will still remain within the 95% confidence intervals.  

 

However, the explanatory power of the models is not very high, for example consider a driver who 

was involved in accident on the 60th day (according to table 4.12) of model lC, was a male of 27 
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years old which according to the Schoenfeld residuals was 4.6 years younger than the model pre-

dicts. He had used safety belt, although the model predicts a probability of only 0.22 that a driver 

involved in an accident on the 60th day will be using safety belt (schbelt=0.88). This suggests a need 

to further improve the modeling methods.  

4.4.4 Methodological Issues considered in developing the accident Models  

The following issues to be considered in the process of developing the survival models for the data 

in this study.  

Issue of Multi-Co-linearity  

The variables in the models were correlated with each other to various degrees. The so called multi-

co-linearity produced by correlations can cause problems in the estimation and interpretation of the 

models. The central problem of multi-co-linearity is that parameter estimates or variable coefficients 

cannot be estimated exactly, because the correlations increase the variable’s standard errors. The 

variables’ effects may be distorted and their coefficients may reflect the effects of other variables.  

Some of the estimation problems observed in the study could be attributed, in part, to multi-co-

linearity. Small changes in the set of observations (following DfBeta-tests for deviant observations) 

caused some insignificant changes in parameter estimates, although the model as a whole was 

statistical significant since none of the coefficients showed unreasonably large.  

Missing Data  

Missing data was a general problem. The amount of missing data varies from one variable to another 

but because of the small number of observations (particularly accident cases) it was not justified to 

remove all cases with some missing data. This resulted in different number of observations in each 

model. The models included all the observations that did not have missing data concerning the 

variables included in the model.  

 

Specific causes of missing data were drivers who had died in the accidents and could not be captured 

in the registry. Some killed drivers were omitted from the MTTU data due to large missing 

information about them.  
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4.5 Solving the main questions of the research 

The approach for solving the four main questions for this research was based on the following research 

methods and data sources.  

1. Previous research results.  

2. Analysis with Kaplan-Meier Method.  

3. The compiled accident models  

The four specified main question are; 

 Can a drive involvement in accident be examined with survival models on the basis of 

exposure over time? 

 Do age and Sex capture differences in accident risk at a general level, as background 

factors?  

 Do vehicle characteristics contribute to accident risks?  

 Do unworn out tyres reduces drivers’ accident risk?  

Hypothesis testing  

Statistical hypothesis testing was used in defining solutions to the four questions of the study. The 

statistical decisions were based on the estimated parameters of the developed survival models. The H0 

is the null hypothesis and H1 is the alternative or research hypothesis. The purpose of the testing is 

to decide whether the evidence tends to refute the null hypothesis. Since the research hypothesis is H1, 

it is hoped that evidence leads to reject Ho and thereby accept H1.  

When values of the test statistics, here models and their estimated parameters, are in the critical region 

specified by α, the chosen level of significance, we reject H0. We have specified σ to be about 0.05, 

meaning that there is about 5% risk to reject H0 when it is actually true (Type I error). It is possible to 

make another type of error (Type II error), to fail to reject H0 when the alternative H1 is true.  

Generally, we test at the significance level α = 0.05 as follows;  

Ho : β1 = β2 = ... = βn  = 0 . e.g. all parameters of the models are 0, i.e. none of the variables is 

significant  

H1 : β ≠ 0 for at least one i, i = = 1, 2, …..k. 

Therefore, the estimated hazard (accident) models for the research are model IC and model 2B is 

shown below;  
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The Cox PH model is usually written in terms of the hazard model formula shown below; 

 h(t, X) = h0(t) x exp(X β)  

Where h(x, X) is the hazard function, h0(t) is the base level of the hazard function and  

exp(X β) = exp(β1 x1 + β2 x2 + ... + βn xn)· The β1 is the coefficients of the variables x1 ( variables) 

Model 1C:  

 
h( t, X) = ho (t)e0.82sex – 2.18usebelt + 1.23speedveh + 0.37driverage + 1.26sexbelt 

 

Model2B:  
 
h( t, X) = ho (t)e0.16sex – 0.8usebelt + 130speedveh + 0.34typcron + 0.39driverage - 0.44annhlkil 

In the next section we first presented a summary of driver’s accident risk factors and relative 

risks based on the analysis and survival models discussed. Then hypothesis is set for each of 

the research questions and finally a summary is presented on either acceptance or rejection of 

the hypothesis based on the developed models.  

 

4.5.1 Driver risk factors and relative risks  

The probability of drivers to be involved in an accident was influenced by driver 

characteristics (age, gender, experience), their behaviour in traffic (speed, use of alcohol, use 

of safety belt), the nature of exposure (annual kilometreage, road surface condition) and by 

vehicle characteristics (vehicle age, weight, tyre condition). The use of safety belt, which was 

only supposed to influence the seriousness of injuries, proved to be also a strong risk factor.  

 

The developed models estimated the coefficients of the variables which enabled calculation of 

relative risks associated with each factor. The time in the models referred to the number of 

days counted from the beginning of the period under consideration until the day of the 

accident. The models of the MTTU data gave many of the risks factors. Table 4.17 gives the 

interesting and most important factors.  

 

In the MTTU accident data, survival models compare “primary parties” and “other involved 

parties”. The obtained results do not necessarily describe the accident risk, the probability of 

being involved in a fatal accident, but the probability of being an accident primary involved 

party on the condition that a fatal accident has occurred. 
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variable does not significantly contribute to accident occurrence H1: The coefficients of driver 

annual kilometerage differ from zero. i.e. The variable does not significantly contribute to 

accident occurrence. 

 

The p-value for this variable in model 2B is 0.0084, which is less than the pre-assigned 

significant level of 0.05 indicating that the variable is statistically significant risk factor. 

Therefore, the hypothesis H0 is rejected. 

 

In the MTTU data, exposure was described by the annual vehicle kilomreage. According to the 

MTTU data models, the probability to be a primary party in a fatal accident decreased as the 

annual vehicle kilomerage increased, which is in contrary to what other researchers finding that 

the probability of accident increased with increasing kilometreage. This conflicting result might 

be due to the fact that, in the MTTU data, all drivers were already involved in accident and 

therefore, annual vehicle kilometerage represented driving experience. It distinguished between 

those with little experience who got involved as “primary parties” and the more experienced 

whose involvement was as “others”. It is likely that more detailed and accurate information on 

actual traffic exposure might improve the models. 

 

One can conclude that driver involvement in accident can be examined with survival models 

based on exposure over time. The amounts of travel are specific risk factors. With better 

exposure data more accurate models can be specified. 

 

4.5.3 Are driver age and sex major risk factors? 

The second main question of the study was that are driver age and sex major background risk 

factors for differences in accident probability. Several other factors are expressed through age 

and sex. 

We test the nature of driver age and sex a major risk factor at the significant level σ = 0.05 as 

follows; 

Ho: The coefficients of driver age do not differ from zero in the models 1C and 2B. 

H1: the coefficients of driver age differ from the zero in models 1C and 2B. 

The p-value for this covariate in each of the models 1C and 2B are respectively 0.0178 and 

0.0146, both values are less than the specified significance level. This indicates that the 

coefficients of driver age differ from zero in both models. Therefore, H0 is rejected; driver age 

is a statistically 
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significant risk factor.  

We can also test the sex variable as follows;  

H0: the coefficients of driver sex do not differ from zero in the two models 

H1: the coefficients of driver sex differ from zero in the two models.  

Similarly, the p-values for this covariate in each of the models lC and 2B are respectively 0.0148 

and 0.0408, both values are less than the specified significance level. This indicates that the co-

efficients of driver sex differ from zero in both models. Therefore Ho is rejected; driver sex is a 

statistically significant risk factor.  

4.5.4 Do vehicle characteristics contribute to accident risks?  

The third main question of the study was that specific characteristics of vehicles can contribute 

to accident risk probabilities. In the MTTU data, vehicle age and weight were the main 

characteristics.  

We therefore, test the nature of vehicle age and weight as major risk factors at the significance 

level α = 0.05 as follows;  

Ho: The coefficients of vehicle age do not differ from zero in the models. 

H1: The coefficients of vehicle age differ from zero in the models.  

The p-value for this covariate in model 2A is 0.3735 which is greater than the specified 

significance level. This indicates that the coefficient of vehicle age do not differ from zero. We 

conclude that Ho is failed to be rejected; vehicle age is not a statistically significant accident risk 

factor.  

Then for vehicle weight, we test it as follows;  

H0: The coefficient of vehicles weight do not differ from zero in the models. 

H1 : The coefficient of vehicles weight differ from zero in the models.  

In the model 2A, the p-value for this covariate is 0.9039 which is greater than the specified sig-

nificance level. This indicates that the coefficient of vehicles weight do not differ from zero. We 

conclude that H0 is failed to be rejected; vehicles weight is not a statistically significant accident 

risk factor.  

4.5.5 Do unworn out Tyres Reduces Drivers’ Accident Risk?  

The fourth and final main question of the study was that does the use of good tyres reduce 

drivers accident risk?  
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The p-values for this covariate in models 2A and 2B are respectively 0.0180 and 0.0646. It can 

be seen in model 2A that the tyres condition differs from zero, rejecting the H0, indicating that 

worst tyre’s depth is a statistically significant risk factor. This same variable did not have a 

large contribution to the occurrence of accident in model 2B after vehicle age and other 

variables were excluded in the same model. Nevertheless, tyre condition appears to be a better 

explanatory factor than vehicle age. Poor tyre condition is more likely, of course, with old 

vehicles.  
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CHAPTER 5 

 

 

CONCLUSION AND SUGGESTIONS FOR FUTURE WORK 

 

 

5.1 Conclusion 
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The following conclusions can be drawn from the analysis of the Northern regional MITU 

accident data;  

 

In the models, it indicated that young and middle aged drivers are at the higher risk. This may 

reflect lack of experience (and perhaps riskier driving style) of young drivers, for the old 

drivers it can be attributed to reduced capabilities on their part. Traffic conditions set greater 

demands on all drivers; the young and very old may have a harder time meeting the greater 

demands. 

 It is usually difficult to separate the effects of driver age and driving experience due to strong 

correlation between them. The results suggest that as the driver age and driving experience 

increase, the risk of mild accident decreases, but the risk factors for the most serious accidents 

accumulate with both young and old drivers (Elvik and Vaa 1990). In the models, dealing with 

fatal accidents, experience was better represented by annual kilometerage and less linked to 

age.  

Driver sex did not have a clear impact on accident probability, once exposure and experience 

were taken into account. There were significant differences between female and male drivers 

in age distribution, mobility, driving experience, the type of cars used, and in driving related 

behaviour. Females generally drove less than males and those females involved in accidents 

lacked driving experience.  

 

Females however, had a higher relative risk across all age groups. Previous studies 

demonstrated that differences in risks between sexes could be explained by differences in 

mobility.  

Also, female drivers drove fewer kilometers, were less often under the influence of alcohol, 

used  
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safety belt more often than male drivers. Female drivers had fewer accidents and committed fewer 

offences.  

To sum up, the statistical testing and other variable information support the conclusion that driver 

age is a major risk factor. The role of sex as a risk factor is less conclusive, as in model 2A the 

effect of driver sex was significantly minimised when other factors correlated with it were con-

sidered in the model. These included amount of mobility, specific driving experience, access to 

different types of vehicles and certain behaviours. The sex of drivers may remain a practically 

useful explanatory variable.  

Not use of safety belt, which was only supposed to influence the seriousness of injuries, proved to 

be also a strong risk factor.  

The analysis of the MTTU data indicated that driving under the influence of alcohol doubled 

drivers' relative risk. According to other previous studies, driving under the influence of alcohol 

has a significant effect on drivers’ accidents risk (Elvik and Vaa 1990). Drivers under the influence 

of alcohol are 3 times greater at risk than that of non-alcohol users. The use of alcohol is often 

associated with young drivers’ lifestyle and other risk factor related to it.  

According to the models, Speed proved to be a statistically significant variable in predicting the 

hazard of accidents. The hazard of accidents for drivers who drove over 80km/h is 3 times that of 

those who drove less than 80km/h.  

Annual vehicle kilometerage was used to measure the exposure of drivers to traffic, it was however 

indicated in the models that for any one year increased in driver’s exposure to traffic, it is asso-

ciated with 35.3% decrease in expected time to accident (hazard). This result is indicating that 

drivers’ accident risks decreases as annual kilometerage increases. This perhaps might be due to 

accumulated experience on the part of these drivers. However this might need further probing. Age 

of license of drivers was used as a proxy to assess the level of experience of the driver. Age of 

license was a moderate significant variable in model 2A with p =0.0635. However, the hazard ratio 

indicated that drivers with duration of license less than 5 years had 1.7 times the risk of those with 

license duration of at least 5 years.  

Route familiarity of drivers was not a significant variable, it however, did indicate that the accident 

risks was lower for drivers who were familiar with the site of the accident compared to other 
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drivers.  

In the models, vehicles age was not a clear risk factor, perhaps because of the strong 

correlations with alcohol and safety belt use. Users of old vehicles included many alcohol 

users, young drivers, and non-user of belt.  

Vehicle weight was related inversely to risk, and so was vehicle age. However, these 

variables were strongly related to driver and exposure factors, such that the unique effect of 

these vehicle factors was rather small and it depended on the exact combinations of other 

factors. For example, although it was generally safer for large and older vehicles, the most 

risky combination was of young drivers using old vehicles. The Models based on the fatal 

accidents database included a strong influence of driver behaviour - use of alcohol, non-use 

of safety belt, and excessive speed all of which added to the probability of causing an 

accident.  

It was also realised in the MTTU data that young drivers tended to drive older vehicles. 

More of drivers of newer vehicles were involved in speeding over 80km/h prior to the 

accident. Light weight vehicles were more likely to be primary party in a fatal accident. 

Vehicle characteristics were highly correlated with driver age and sex with vehicle 

kilometreage. The analysis of the third main question of the study pointed out that the 

features of a vehicle, it accessories, the manner of driving and the nature of exposure are all 

interrelated. However, some vehicle characteristics can be separated into their own 

individual risk factors but they seemed not to have strong explanatory power in these 

survival models.  

In addition, tyre condition proved to be as important factor in determining the overall risk 

associated with tyres. Norwegian accident studied in the early 90’s proved that the condition 

of tyres, especially their tread depth, is at least as important as having studs. A similar 

conclusion was derived here from the survival models of the MTTU data. The Norwegian 

study estimated that a 1mm decrease in the tyre’s tread depth increased the accident 

probability by about 4%, which is totally consistent with the result obtained in the present 

study (3%-6%). In summary, according to all the estimated models, driving with much worn 

out tyres was more consistently risky than driving with unworn out tyres.  

In conclusion, the application of survival models to the accident data appeared to be a 

promising approach. The models apply well to the examination of risk factors. These models 

can however  

 

73 

www.udsspace.uds.edu.gh 

 

 



 

Be improved further. Improving the models will require better information on drivers’ 

exposure times. Information on the date the driver got his driving license to his first 

involvement of accident can help improve the models. 

 

5.2 Suggestions for Future Work 
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The accident survival models is still in progress and it is necessary to test it further and 

examine it more thoroughly in future work. The following suggestions are made on how this 

research can be developed further and strengthen the obtained results;  

1. The major limitation of this study is that it focused on only one year driving, meanwhile, 

the driver might have been driving for so many years before the accident occurred. It is 

therefore strongly suggested that any further work on this should be focused on the date 

the drivers got their driving license to his first involvement of accident. Results obtained 

from such a data would be more reliable.  

2. The new edition of accident survival models may seek more comprehensive data for a 

larger number of predictors. There are several covariates such as the date when vehicle 

was first taken into use, how long the driver had been on the trip when accident occurred, 

employment status of the driver, criminal records of the driver, driver’s history of 

involvement of accident, medical condition and health of drivers, marital status and 

family situation and economic status of drivers. This information may play an essential 

role to the development of the models, but unfortunately these indicators are currently not 

available. In the future it is hoped to develop a set of covariates that will be widely useful, 

regularly updated, available and can cover future data needs.  

3. The model developed in this study is only limited to Northern region and not the whole 

country of Ghana. Therefore in order to obtain a generalised model for the entire country, 

there is the need to have a comprehensive database of accidents in the country. This 

database should contain detailed information about the involved drivers, which should 

include all the variables considered in this study and those that have been proposed. The 

information in the database should be able to solve the shortcomings encountered in this 

study.  
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4. It is necessary to improve the accuracy and reduce the uncertainty of the survival model results 

by taking into consideration the above mentioned recommendations. There is also the need to 

investigate new applications and alternatives to the methods whether they can provide better 

results. This may include: better assessment and selection of variables and data. Extended Cox 

survival approach can be used to take care of time - varying covariates, since the values of the 

covariates of drivers may change over the follow- up period. Also, other parametric regression 

models such as log-normal, the exponential model, Weibull model and log-logistic can also be 

carried out to be able to make comparisons of the all model types and hence determine the best 

model.  

Finally it can be said that the outcomes from this study are very encouraging. The Survival acci-

dent models is very promising and worth further applications to all regions of the country. This 

survival models developed for the northern region has the potential to become a major measure 

of road safety situation in the Northern region in particular and the country at large and hence 

enable stakeholders in road safety management to put up better measures to reduce the occur-

rence of accidents in the region. However, more extensive analysis and applications need to be 

conducted in the future before making any strong conclusions for now. This makes me conclude 

this thesis work which concentrates on the concept of “Survival accident model development” is 

a broad and complex concept. This requires deeper processes, integrated programs and much 

more cooperation between all the key national and international bodies. I will therefore suggest 

for more improvements of these models in future projects.  
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