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Abstract 
The aim of this study was to identify some common factors and develop a model for predicting Water 
Quality Index (WQI) in Upper Denkyira East Municipality of the Central region in Ghana. Factor 
Analysis with principal component method of extraction was used to identify the common factors and 
their factor scores were used as independent variables with WQI computed from the data as dependent 
variable to perform Multiple Linear Regression (MLR). Factor Analysis extracted hardness (Mn, Cd, 
Ca2+ and HCO3-), heavy metals (Pb, Cu, and As), salinity (Na+, Cl- and K+), organic pollutant (NO3-, PO-
43-, Zn and SO42-) and chromium factor (Cr) as the common factors explaining almost 80% of the total 
variation in the data set. The results of the diagnostic check performed on the MLR model indicated that 
the model’s accuracy was good for predicting WQI yielding an adjusted R2 of 0.877. It was revealed that 
only the first three common factors (hardness, heavy metals, and salinity) were significant for predicting 
WQI. The results further showed that only salinity appeared to decrease WQI in the municipality. It is 
recommended that activities or factors contributing to higher concentration of hardness and heavy metals 
far above their recommended standard values in drinking water should be regulated in the municipality. 
 
Keywords: Factor analysis, variance inflation factor, KMO and Bartlett’s test, water quality index, 
groundwater quality 
 
Introduction 
Water is a standout among the most significant substances which plays an essential role in the 
everyday life of every single living being and impacts climatic changes and land shaping( 
Aleem et al., 2018) [1]. Groundwater is a reliable wellspring of water supply since it is usually 
unpolluted because of controlled movement of contaminants in the soil profile. Nevertheless, 
shallow and permeable water table aquifers are most likely to be contaminated. Groundwater 
quality encompass the physical, chemical, and biological qualities of groundwater (Zhong et 
al., 2006) [19]. Some of the numerous factors that can affect water quality include climate, 
geography, aquifer lithology, surface water recharge, saline water intrusion, human activities, 
etc.; occurring naturally or human occurring processes. (Bani, 2015; Huang et al., 2008) [3, 10]. 
The Upper Denkyira East Municipal falls within the Central Region of Ghana. Ghana 
Statistical Service (GSS) reported in the 2010 population and housing census reported 
groundwater (borehole) as the major source of water for drinking and domestic use in the 
Municipality. However, as much as borehole water is the most widely used and serving as a 
source of water supply in the municipality, still have several factors affecting its usage. The 
major human activities in the Municipality are farming (crop farming) and mining (illegal 
mining) which can affect the groundwater quality and render it unsafe for drinking, domestic 
use etc. It is therefore paramount for researchers to examine the groundwater quality status in 
the municipality. A common approach employed to examine or determine the status of a 
source of water for safety used is WQI. WQI is a technique employed by many hydrologists in 
understanding the general water quality state and hence, has been relevant for assessing 
surface and groundwater quality everywhere in the world. (Minakshi and Dulal, 2016) [12]. 
However, groundwater quality is controlled by several water quality parameters which need to 
be sampled and analyse. Sampling and analyzing numerous groundwater quality parameters 
from many stations is not only difficult but also costly and time consuming.  
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Nevertheless, there are some latent factors (common factors) 
that have much influence on groundwater quality, which can 
be good representative of several groundwater quality 
parameters for determining the water quality status at a 
specific area. This study therefore seeks to apply Factor 
Analysis (FA) on several groundwater quality parameters 
sampled from different stations within Upper Denkyira East 
Municipality to identify the common factors that are most 
influential on groundwater quality and develop a Multiple 
Linear Regression (MLR) model based on the factor scores of 
the common factors for predicting WQI in the Municipality. 
Water quality studies that employed FA and MLR include 
Fahmi et al., (2011) [7], Ewaid et al., (2018) [6], Amiri and 
Nakane (2009) [2], Eslamian et al., (2010) [5], Petersen et al., 
(2001) [15] and Koklu et al., (2010) [11] among others.  
 
2. Materials and Methods 
2.1 Study Area 

The Upper Denkyira East Municipality forms part of the 22 
Metropolitan, Municipal and District Assemblies (MMDAs) 
in Central Region of Ghana. It covers a total land space of 
1,020 square kilometers, which is around 10% of the full land 
space of the Central Region and exists in Latitudes 5º. 30' and 
6º 02' North of the Equator and Longitudes 1º W and 2º West 
of the Greenwich Meridian. The Municipality stocks normal 
limits with Adansi South in the north, Assin Central 
Municipal in the east and Twiffo Atti-Morkwa District in the 
west and Upper Denkyira West District in the north-west. 
(ghanadistricts.com). The region falls under a forest took 
apart level, developing to around 250m above ocean level. 
There are pockets of steep sided slopes substituting with level 
- base valleys. The significant stream inside the spot is the 
River Offin. Some of streams which are feeders of either 
waterways Offin and Pra move through the area. 
(mofa.gov.gh). The municipality has rich mineral stores 
particularly alluvial gold store along the valleys of River 
Offin and its feeders and gold stores inland (mofa.gov.gh). 

 

 
 

Fig 2.1: Study Area and Sampling Locations 
 

2.2 Source of Data and Analysis 
The data used in this study is a secondary data from records of 
Earth Science Department, University For Development 
Studies. It was collected from boreholes of 30 selected 
communities (sampled stations) within Upper Denkyira East 
Municipality for the year 2017. Each sample point (station) 
consist of 20 water quality parameters (Sodium (Na+), 
Potassium (K+), Nitrate (NO3

-), Phosphate (PO4
3-), Sulphate 

(SO4
2-), Carbonate (CO3

2-), Bicarbonate (HCO3
-), Chloride 

(Cl-), Calcium (Ca2+), Magnesium (Mg2+), Manganese (Mn), 
Iron (Fe), Zinc (Zn), Copper (Cu), Cadmium (Cd), Chromium 
(Cr), Nickel (Ni), Cobalt (Co), Lead (Pb), and Arsenic (As)) 
with their measured concentrations in milligram per liter 
(mg/l). Statistical analysis such as Factor Analysis and MLR 
were performed using IBM SPSS Statistics (version 20) 
statistical software, and Microsoft office Excel 2013 was used 
to compute the WQI of all the sampled stations. Nickel (Ni) 

and cobalt (Co) were removed from further analysis because 
they recorded a constant value for all the sampled stations, 
and CO3

2- was also eliminated due to its perfect correlation 
with HCO3

-.  
 
2.3 Factor Analysis (FA) 
Factor Analysis (FA) is a data reduction techniques that seeks 
to account for the covariance or correlation among observed 
variables. It is used to derive small number of factors called 
common factors that describe most of the variance that is 
observed in a larger number of variables. In FA, the observed 
variables are expressed as linear combination of the common 
factors. Suppose we have p variables ,  …  with mean 
vector μ and variance covariance (∑). We assume that μ = 0, 
∑ is of full rank, and Var( ) = 0,. The factor equation is given 
as, 
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1 21 2
...

j j jm jj m
y f f fλ λ λ ε= + + + +   2.1 

 
j = 1, 2, …, p and i = 1, 2, … , m , m < p , but in this study p 
is 17 
  
Where:  
 m is the number of common factors; ɛj is the error term;  
are the common factors, and  are the factor loadings which 
shows how each yj individually depends on the ’s. 
Taken variance of equation 2.1 becomes: 
  

 
2

1
( )

m

jkj
k

Var y ψλ
=

= +∑    2.2  

 
 Where:  
 

  is the proportion of variance in the variable that is 
explained by the common factors (communality). 

  is the unique variance for a particular variable. Equation 
2.1 can be written in matrix notation as: 
 
y f ε= Λ +    2.3 

 
Where 
 

y = ( , ,. , )', f = ( , , … , )', ε = ( ,. )' 
and 
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The principal components extraction technique was used to 
extract the factors. In this technique, the factors are related to 
the first m components where the jth loadings are the scaled 
coefficients of the jth principal components. The factors are 
interpreted the same way in principal components analysis if 
the components are not rotated. The principal component 
factor analysis of the sample covariance matrix S (or 
correlation matrix R) is specified in terms of its eigenvalue - 
eigenvector pairs (λi, ei ), i = 1, ..., p and λ1 ≤ λ2 ≤ ... ≤ λp. Let 
m < p be the number of common factors. The estimated factor 
loadings matrix is a p × m matrix, L, whose ith column is, i = 
1, ..., m . (Minitab, 2016). 
A varimax orthogonal rotation was employed to rotate the 
factor loadings. In this rotation approach, the rotated loadings 
maintain the residual matrix, the communalities and the 
specific variances, but maximizes variance of squared 
loadings inside factors which simplifies the columns of the 
loading matrix. Rotation places the axes near as many points 
as possible and links each group of variables with a factor. 
This helps to minimize high cross -loadings of variables on 
the factors and make interpretation easier and theoretically 
meaningful. (Rencher, 2002) [16]. 
The rotated loading matrix is given as.  
 

   2.4  
 

Where T is the orthogonal matrix, and  is the estimate of Λ 
in equation 2.3  

The Factor scores ( if
∧

) are defined as estimates of the 
common factors. They show the contribution of each of the 
common factors on each of the sampled stations. They can be 
used as inputs for further analysis. In this study, the factor 
scores were used as independent variables for MLR analysis. 
The regression approach was used to compute the factor 
scores and it is given as: 
 

   2.5 
 
Where 

^^ ^

, , ...,
1 2 nff fF

∧
′

=  
 

, n is the number of observations. 

(Rencher, 2002) [16]. In this study our n (sampled stations) is 

30. R is the correlation matrix,  is defined in equation 2.4 
and 
 

 is the observed matrix of standardized variables, 

  
 
Assumptions 
Statistical assumptions in Factor Analysis includes: 
1. Variables are multivariate normal  
2. Linear relations between variables 
3. Significant correlation among variables  
 
However, principal component method of extraction which 
was used in this study does not make strong assumption on 
the distribution of the variables.  
 
Kaiser-Meyer-Olkin and Bartlett's Test 
The Kaiser-Meyer-Olkin (KMO) measure of sampling 
adequacy is used to check the suitability of factor analysis for 
the data as well as the partial correlations among the 
variables. KMO values greater than or equal to 0.5 (average 
value) means that factor analysis is suitable for the data. 
(Wikiversity, 2019) [18]. 
The Bartlett test shows the strength of the association between 
variables and indicates whether or not the data is appropriate 
for Factor Analysis. The null hypothesis is stated as: the 
correlation matrix is an identity matrix. A p – value less that 
alpha value of 0.05 means that the null hypothesis is false. We 
therefore reject Ho and conclude that there is significant 
correlation among the variables and hence the Factor Analysis 
is suitable for the data.  
 
2.4 Multiple Linear Regression 
A Multiple Linear Regression model is a regression model 
with one dependent variable and two or more independent 
variables. It is used to explain the relationship between the 
dependent variable with the independent variables as well as 
predict the dependent variable using the independent 
variables. It is given by:    
  

1 20 1 2
... kky x x xβ β β β ε= + + + + +    2.6 

 
Where 
 

 = Regression Constant 

∑ 2
jkλ

TΛ=Λ∗ ˆˆ

Λ̂

∗− Λ= ˆˆ 1RYF s

∗Λ̂

http://www.mathsjournal.com/


 

~172~ 

International Journal of Statistics and Applied Mathematics http://www.mathsjournal.com 
 

 = Regression Coefficient for variable χ; j = 1, 2, … , k 
k = Number of Independent Variables 
ε = Residual 
Estimated Multiple Linear Regression model is given by: 
 

0 1 1 2 2 ... k ky b b x b x b x
∧

= + + + +     2.7 
 
In this study, WQI computed from the data was used as the 
dependent variable and the factor scores of the 5 extracted 
factors were used as the independent variables. The 
independent variables were defined as: 

 = hardness,  = heavy metals,  = salinity,  = 

organic pollutants, and  = chromium factor. 
The regression equation for this study can therefore be written 
as: 
 

0 1 2 3 4 51 2 3 4 5
WQI f f f f fb b b b b b= + + + + +

  2.8 
 

Where  are the coefficients of the factors; j =1, 2, …,5, and 
is interpreted as the predicted change in the WQI when the 
independent variable is increased by 1 unit given that all the 
other independent variables in the model are constant.  
 
Assumptions 
Multiple Linear Regression comes with the assumptions 
below: 
 
1. The model error terms are normally distributed. 
The Shapiro–Wilks (W) test was used to test for normality of 
the error terms. The null hypothesis is stated as: 
 H0: Residuals are normally distributed. 
 At alpha level of 0.05, a p-value greater than 0.05 indicates 
that the null hypothesis is true. 
 
2. The Residuals have a constant variance 
(Homoscedasticity) 
This assumption was tested using Breusch – Pagan’s (BP) 
Test. BP test was performed to identify problem of 
heteroscedasticity. The null hypothesis is stated as: 
H0: Residuals have constant variance 
If significant – value is greater than alpha level of 0.05 we fail 
to reject the null hypothesis and conclude that the residuals 
have constant variance. 
 
3. No Multicollinearity among the independent variables 
Multicollinearity was tested using the Variance Inflation 
Factor (VIF). The VIF measures how much the variance of an 
estimated regression coefficient increases if the independent 
variables are correlated. A VIF value less than 10 for a given 
independent variable indicates that this independent variable 
is not significantly correlated with the remaining independent 
variables in the model. A value greater than 10 is an 
indication of multicollinearity. However, a value of 1.0 for a 
particular independent variable indicates that the correlation 
between this variable and the remaining independent variables 
is zero (0). VIF is given by the formula below: 
 

 
( )2

1

1 j

VIF
R

=
−

    2.9 
Where: 

 

= Coefficient of determination when the jth independent 
variable is regressed against the remaining k–1 independent 
variables. 
 
1. Linear relationship between the dependent and the 

independent variables. 
2. The error terms are independent of each other. 
 
2.5 Water Quality Index 
Water quality index (WQI) is an essential mathematical tool 
which provides a single value that is used to ascertain the 
overall water quality status at a specific locality based on 
several water quality parameters. It expresses the water 
quality in simple terms such as excellent, good, poor etc. 
There are various methods for computing water quality index, 
but in this study we considered the Weighted Arithmetic 
Water Quality Index (WAWQI) approach. The equation 
according to Shweta et al., (2013) is given as: 
 

ii

i

Q WWQI W
=
∑
∑

    2.10 

 
Where Qi is the quality rating scale and is given as: 
 

0

0

( )
100

( )
i

i
i

V VQ S V
 −

= × 
−  

  

 
Where: 

 = Estimated concentration of ith parameter in the analysed 
water 

 = Ideal value of the parameter in pure water, (  = 0, 
except PH = 7.0 and DO =14.6 mg/l) 

= Recommended standard value of ith parameter. In this 
study we used Bhushan Mahajan WHO recommended 
standard value of the parameters. 

 is the unit weight for each water quality parameter and is 
given by: 
 
 

i
i

KW S
=     

 
Where K is proportionality constant and can be calculated as: 
  

1
1

i

K

S
=
∑

  

 
Therefore, from equation 2.10 we can say that the higher the 
concentration of a parameter above its recommended standard 
value the higher the WQI (poor water quality), and the lower 
the concentration of the parameter below its recommended 
standard value the lower the WQI (good water quality). 
  

Table 2.1: Water Quality Rating 
 

WQI Value Rating of Water Quality 
0 - 25 Excellent 
26 - 50 Good 
51 - 75 Poor 

76 - 100 Very Poor 
> 100 Unsuitable for Drinking 

Source: Shweta et al., (2013)  

http://www.mathsjournal.com/
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3. Results and Discussion 
3.1 Descriptive Statistics 
Table 3.1 shows the descriptive statistics of the various water 
quality parameters. At this stage of preliminary analysis, the 
results of the table indicate that Na+, K+, NO3

-, SO4
2-, CO3

2-, 
HCO3

-, Cl-, Ca2+, and Mg2+ are the most dominant parameters 
with mean concentration of 52.0333 mg/L, 11.2733 mg/L, 
16.8748 mg/L, 6.2261 mg/L, 175.0825 mg/L, 178.0005 mg/L, 
16.2616 mg/L, 17.4400 mg/L, and 10.6326 mg/L 
respectively, which is an indication that they are likely to 

come from a common source. However, the results of the 
standard deviation and the range indicate that variation among 
the measured values of these parameters at different stations 
is too high and variation range is wider than that of PO4

2-, Fe, 
Zn, Cu, Mn, Cd, Cr, Ni, Co, Pb which are less dominant with 
mean concentration of 0.5924 mg/L, 0.0709 mg/L, 0.0767 
mg/L, 0.0027 mg/L 0.0443 mg/L, 0.0029 mg/L 0.0102 mg/L, 
0.0005 mg/L, 0.0025 mg/L, 0.0040 mg/L, and 0.0117 mg/L 
respectively.  

 
Table 3.1: Descriptive Statistics of Water Quality Parameters 

 

Parameter (mg/L) N Range Minimum Maximum Mean Std. Deviation 
Sodium (Na+) 30 96.5000 16.0000 112.5000 52.0333 18.1640 

Potassium (K+) 30 14.8000 6.7000 21.5000 11.2733 3.7523 
Nitrate (NO3-) 30 449.9589 0.1031 450.0620 16.8748 81.8259 

Phosphate (PO43-) 30 4.0784 0.0076 4.0860 0.5924 0.8375 
Sulphate (SO42-) 30 13.0437 0.0520 13.0957 6.2261 3.1967 

Carbonate (CO32-) 30 508.4587 7.1952 515.6539 175.0825 118.6675 
Bicarbonate (HCO3-) 30 516.9330 7.3151 524.2481 178.0005 120.6453 

Chloride (Cl-) 30 93.9709 0.0000 93.9709 16.2616 18.6359 
Calcium (Ca2+) 30 62.4000 1.6000 64.0000 17.4400 14.3684 

Magnesium (Mg2+) 30 23.3204 0.0012 23.3216 10.6326 6.1316 
Iron (Fe) 30 1.4315 0.0025 1.4340 0.0709 0.2686 
Zinc (Zn) 30 0.5050 0.0000 0.5050 0.0767 0.1108 

Copper (Cu) 30 0.0285 0.0000 0.0285 0.0027 0.0050 
Manganese (Mn) 30 0.4725 0.0000 0.4725 0.0443 0.0953 
Cadmium (Cd) 30 0.0560 0.0000 0.0560 0.0029 0.0101 
Chromium (Cr) 30 0.1000 0.0000 0.1000 0.0102 0.0184 

Nickel (Ni) 30 0.0000 0.0005 0.0005 0.0005 0.0000 
Cobalt (Co) 30 0.0000 0.0025 0.0025 0.0025 0.0000 
Lead (Pb) 30 0.0630 0.0005 0.0635 0.0040 0.0121 

Arsenic (As) 30 0.1150 0.0005 0.1155 0.0117 0.0265 
 

 
 

 
 

Fig 3.1: Boxplots of the Water Quality Parameters 

http://www.mathsjournal.com/
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3.2 Factor Analysis 
3.2.1 Test of Suitability of Data for Factor Analysis 
Table 3.2 shows the results of the KMO and Bartlett’s Tests. 
From the table 3.2, which display a KMO value of 0.507 and 
the p – value of Bartlett's test of sphericity which tests the null 

hypothesis that the correlation matrix is an identity matrix is 
0.000 which is less than alpha value of 0.05. Therefore the 
results of these tests indicate that the data is suitable for factor 
analysis 

 
Table 3.2: KMO and Bartlett's Test 

 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.507 

Bartlett's Test of Sphericity 
Approx. Chi-Square 499.638 

df 136 
Sig. 0.000 

 
3.2.2 Communalities 
The communalities of the water quality parameters are shown 
in Table 3.3. The row labelled Extraction indicate the 
proportion of the variable’s variance that have been accounted 

for by the common factors. Higher values above 0.5 indicate 
that the extracted components (factors) represents the 
variables very well. From the table only K+ and Fe recorded 
weak communality. 

 
Table 3.3: Communalities 

 

Extraction 0.89 0.48 0.95 0.83 0.57 0.87 0.79 0.96 0.55 0.47 0.86 0.87 0.93 0.91 0.77 0.96 0.89 
Initial 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

Parameter Na+ K+ NO3- PO43- SO42- HCO3- Cl- Ca2+ Mg2+ Fe Zn Cu Mn Cd Cr Pb As 
 

3.2.3 Number of Factors Extracted and Total Variance 
Explained 
Using eigenvalue value greater than one rule and the scree 
plot, only 5 components (factors) were extracted as indicated 
in Table 3.4 and the scree plot (Figure 3.2) where components 
with eigenvalue greater than one are extracted as the common 
factors. The variance explained by the initial solution, 
extracted components, and rotated components are shown in 
Table 3.4. The second column of the Table indicates the 

extracted components; the first factor (F1) explained 29.542% 
of the total variance. The second factor (F2) accounted for 
16.651%, the third factor (F3) explained 15.768%, the fourth 
factor (F4) described 10.942%; and the fifth factor (F5) 
accounted for 6.734% of the total variance. In all, the five 
factors acounted for approximately 80% of the total variance. 
This indicates that the dimension of the data set has been 
reduced by these five components (factors) with only 20% 
loss of information.  

 

 
 

Fig 3.2: Scree plot 
 

Table 3.4: Total Variance Explained 
 

Component 
Initial Eigenvalues Extracted Sums of Squared Loadings Rotated Sums of Squared Loadings 

Total Percent of 
Variance 

Cumulative 
Percent Total Percent of 

Variance 
Cumulative 

Percent Total Percent of 
Variance 

Cumulative 
Percent 

1 5.022 29.542 29.542 5.022 29.542 29.542 3.322 19.540 19.540 
2 2.831 16.651 46.193 2.831 16.651 46.193 3.108 18.281 37.821 
3 2.681 15.768 61.961 2.681 15.768 61.961 2.958 17.398 55.219 
4 1.860 10.942 72.904 1.860 10.942 72.904 2.908 17.109 72.328 
5 1.145 6.734 79.638 1.145 6.734 79.638 1.243 7.310 79.638 
6 0.916 5.389 85.027       
7 0.724 4.258 89.285       

http://www.mathsjournal.com/
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8 0.651 3.832 93.117       
9 0.468 2.755 95.872       

10 0.267 1.572 97.444       
11 0.171 1.008 98.451       
12 0.109 0.639 99.090       
13 0.071 0.419 99.509       
14 0.050 0.292 99.801       
15 0.021 0.124 99.925       
16 0.008 0.048 99.973       
17 0.005 0.027 100.000       

 
3.2.3 Rotated Component Matrix 
Table 3.5 presents the rotated components matrix for the five 
factors after Varimax (orthogonal) rotation with Kaiser 
Normalization. Using factor loadings above 0.75 for strong 
loadings and 0.75 - 0.50 for moderate loadings (because for 
strong correlation r > 0.75 and for moderate correlation, r ≤ 
0.50), it is shown in Table 3.5 that the factor 1 (F1), which 
explained 29.542% of the total variance, has strong positive 
loadings on HCO3

-, Ca2+, Mn and Cd. Thus Factor 1 is a 
mixture of ions and heavy metals and can be termed as 
hardness of water. 
Factor 2 (F2), which accounts for 16.651% of the total 
variance had strong positive loadings on Cu, Pb and As. This 

factor is a mixture of copper (Cu), lead (Pb), and Arsenic 
(As), and can be labeled as heavy metals.  
Factor 3 (F3), which accounted for 15.768% of the total 
variance recorded strong positive loadings on Na+ and Cl-, 
and moderate loading on K+. Factor 3 (F3) can be named 
salinity. 
The factor 4 (F4), which contributes 10.942% of the total 
variation loaded strongly on NO3

-, PO4
3-, and Zn and 

moderately on SO4
2-. Factor 4 (F4) is known as organic 

pollutants. 
The factor 5 (F5), which explains 6.734% of the total variance 
has strong negative loading (r < - 75) on Cr. This factor can 
also be labeled chromium factor. 

 
Table 3.5: Rotated Component Matrix 

 

Parameter Na+ K+ NO3- PO43- SO42- HCO3- Cl- Ca2+ Mg2+ Fe Zn Cu Mn Cd Cr Pb As 

Component 

1 0.28 0.04 -0.11 -0.11 0.13 0.82 0.04 0.85 0.22 0.06 0.22 0.00 0.93 0.90 -0.01 0.00 0.12 
2 0.02 0.09 -0.11 -0.14 0.20 0.32 -0.09 0.17 0.25 0.38 0.32 0.92 -0.08 -0.12 0.00 0.97 0.88 
3 0.90 0.51 -0.09 0.26 0.43 0.29 0.87 0.45 0.45 0.40 -0.04 -0.13 0.20 -0.26 0.14 -0.04 0.30 
4 0.05 0.12 0.96 0.85 0.57 -0.03 0.12 0.08 0.48 0.04 0.82 0.04 0.02 0.03 -0.06 0.05 0.04 
5 -0.03 0.44 0.03 -0.06 0.12 -0.11 -0.12 -0.05 -0.03 0.41 0.20 -0.08 0.10 0.09 -0.87 0.10 0.11 

 
The visual representation of the rotated component matrix is 
presented in Figure 3.3, where all variables in each 
component that loaded highly (from moderate correlation 

upwards) are brought together in order of the degree of 
correlation with each other. 

 

   

Fig 3.3: Component Plot in Rotated Space 
 

http://www.mathsjournal.com/
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Fig 3.4: Boxplot of factor scores of the common factors 
 
3.3 Multiple Linear Regression Analysis 
3.3.1 Normality test 
The Shapiro-Wilk test of normality is shown in Table 3.6. The 
p–value (significant value) of 0.697 which is greater than 

alpha value 0.05 indicating that the null hypothesis that the 
residuals are normally distributed is true. We therefore fail to 
reject the null hypothesis and conclude that the residuals are 
normally distributed.  

 
Table 3.6: Tests of Normality 

 

 Kolmogorov-Smirnova Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 

Unstandardized Residual 0.114 30 0.200* 0.975 30 0.697 
 

3.3.2 Test of Homoscedasticity 
Test of constant variance of the residuals is shown in Table 
3.7. In the table, the Breusch-Pagan (BP) test of 
homoscedasticity which tests the null hypothesis that there is 
no heteroscedasticity gave a p-value of 0.443 which is greater 
than alpha level of 0.05 suggesting that the null hypothesis is 
true. We therefore conclude that the residuals have constant 
variance. 
 

Table 3.7: Test of Homoscedasticity 
 

Breusch-Pagan test statistics and significant values 

BP LM Sig 
4.785 0 .443 

 
3.3.3 Strength and Overall Significance of the Regression 
Model 
The fitness and overall significance of the model are 
summarized in Table 3.8 (Model Summary) and Table 3.9 
(ANOVA) respectively. The model summary give the 
multiple correlation coefficient (R), R2 and adjusted R2. The 
multiple correlation coefficient R = 0.948 means that there is 
a very strong correlation between observed WQI and those 
predicted by the model. The adjusted R2 = 0.877 indicates that 
approximately 88% of the total variance in the WQI have 
been explained by the common factors (hardness, heavy 
metals, salinity, organic pollutants, and chromium factor). 
The results of the ANOVA (F(5, 24) = 42.433, p = 0.000 < 
0.05) suggests that the overall model is significant. Thus at 
least one of hardness, heavy metals, salinity, organic 
pollutants, and chromium factor is related to WQI 
 

 Table 3.8: Model Summary 
 

Model R R2 Adjusted 
R2 

Std. Error of the 
Estimate 

1 0.948a 0.898 0.877 70.479536149 
 

Table 3.9: Anova 
 

Model Sum of 
Squares df Mean 

Square F Sig. 

1
   

Regression 1053912.825 5 210782.565 42.433 0.000b 
Residual 119216.760 24 4967.365   

Total 1173129.585 29    
 
3.3.4 Coefficients Table 
The output depicted in table 3.10 gives estimates of the 
Multiple Linear Regression model coefficients, standard 
errors of the estimates, t-tests that a coefficient takes the value 
zero (thus p – value > 0.05), and collinearity statistics. The 
Collinearity Statistics give the values of the tolerance and the 
variance inflation factor (VIF) of each of the independent 
variables. The value of the variance inflation factor, VIF 
=1.000 < 10 suggests that there is absence of 
multicollinearity.  
The estimated coefficients of the regression model are given 
under the column of “Unstandardized Coefficients B”; these 
give, for each of the predictor variables, the predicted change 
in the WQI when the independent variable is increased by 1 
unit given that all the other independent variables in the 
model are constant. From the coefficient output, hardness, f1 
with coefficient, B = 181.093 and significant value = 0.000 is 
less than 0.05 which is significant; its large positive 
coefficient indicates that, generally, hardness of the 
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groundwater in the study area significantly increases water 
quality index (WQI). This is an indication that, largely, the 
concentration of hardness of water in the municipality is 
above its recommended standard value in water for drinking 
and other purposes. 
Also, the effect of heavy metals, f2 (B = 36.822, sig. value = 
0.010 < 0.05) is significant and its coefficient is positive 
signifying that in general, the heavy metals in the 
municipality increase water quality index, thus the heavy 
metals decrease the groundwater quality for drinking and 
other purposes in the municipality. It can be attributed to 
higher concentration of the heavy metals above their 
recommended standard values in the municipality. 
Again, the impact of salinity, f3 (B = -33.991, sig. value = 
0.016 < 0.05) on water quality index is significant, but its 

coefficient is highly negative suggesting that among the 
factors salinity appears to decrease the water quality index in 
the area. This means that the concentration of salinity in the 
groundwater is much lower than its recommended standard 
value in the municipality. 
 However, the effects of organic pollutants, f4 (B = 21.911, 
significant. value = 0.107 > 0.05) and chromium factor, f5 (B 
= 23.579, significant value = 0.084 > 0.05) are not significant 
in predicting water quality index (WQI), thus, their significant 
values are greater than 5% level of significance. Since the 
correlation between the independent variables are all zero 
(VIF = 1.0) the removal of the insignificant parameters will 
not change the regression coefficients of the significant 
parameters. The model is therefore given as:  
WQI = 94.390 + 181.093f1 + 36.822f2 – 33.991f3 

 
Table 3.10: Coefficients 

 

Model Unstandardized Coefficients Standardized Coefficients t Sig. Collinearity Statistics 
 B Std. Error Beta   Tolerance VIF 

1 

(Constant) 94.390 12.868 - 7.335 0.000 - - 
f1 181.093 13.088 0.900 13.837 0.000 1.000 1.000 
f2 36.822 13.088 0.183 2.813 0.010 1.000 1.000 
f3 -33.991 13.088 -0.169 -2.597 0.016 1.000 1.000 
f4 21.911 13.088 0.109 1.674 0.107 1.000 1.000 
f5 23.579 13.088 0.117 1.802 0.084 1.000 1.000 

 
4.0 Conclusion 
Twenty (20) water quality parameters from boreholes of 30 
sampled stations within Upper Denkyira East Municipal in the 
Central region of Ghana were used in this study. Factor 
analysis identified hardness (Mn, Cd, Ca2+ and HCO3

-), heavy 
metals (Pb, Cu, and As), salinity (Na+, Cl- and K+), organic 
pollutants (NO3

-, PO4
3-, Zn and SO4

2-) and chromium factor 
(Cr) as the common factors influencing groundwater quality 
in the municipality. These factors explained almost 80% of 
the total variation in the data set. The results of the diagnostic 
check performed on the multiple linear regression model 
indicated that the model has good accuracy for predicting 
water quality index with multiple correlation coefficient, R = 
0.948 and adjusted R2 = 0.877. The t-test for significance of 
individual parameters showed that only the first three 
common factors (hardness, heavy metals, and salinity) were 
significant for predicting water quality index. The results 
exposed that only salinity appears to decrease WQI (good 
water quality) which is an indication that the concentration of 
salinity is below its recommended standard value in the 
municipality. Hardness and heavy metals on the other hand 
increase WQI (poor water quality) and were attributed to 
higher concentration of these factors far above their 
recommended standard values in water, which could be due to 
the geology of the area, waste discharges from the mining 
industries and agricultural activities. It is recommended that 
activities or factors contributing to higher concentration of 
hardness and heavy metals far above their recommend 
standard values in drinking water should be regulated in the 
municipality. Also, it is recommended that researchers who 
wish to carry out research on water quality in the study area 
should take into consideration the significant common factors 
identified in this study. 
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